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Contrastive Learning for Many-to-many Multilingual Neural Machine Translation

Motivation: 4EIHLZSEIFE S0 A& LLIGE NGy, SEAREIGE KRR G, AR AR
—/many-to-many 1 ¥ 1E 5 i H & L

Methods:

1 HIGE B2 2] B 7 VR 22 PPE 5 L 31 (7] — N8 X 2 %] F A fphraseidt 1Taligned S iE & Bk, X
Fss-[E]H, A AFNE T FIE IR FAER R 2 SPAT AR R R R R ) s 1 5 T VA T ]

R ER .

Lety
— + LCC
' T ' (e e B | e | || Tl el e o
Negative Positive Anchor :
D DD |:| I <Fr> Je t'aime. ! !
7\ I\ 4 ( Encoder j_’[ Decoder ) C Encoder )_’( Decoder )
Clxey) XpR Clgu) T ______________ Xm0
Encoder Decoder i [ | [1] ke ] [ o] [ana ] [t ] §|<FRid> | [_yadore | [ chanter | [ec] [ danser | [znties | [ ] ke ] [quer ";..U,m“ﬁ‘]“Mu_mk””)z’Ié i [<zmtics | [ o] [ ][ 2 ][ | o]
¥ v vy '
t
<En> It’s sunny. <En> I love you. (a) AA for Parallel Corpora (b) AA for Monolingual Corpora

<Fr> C'est la vie.

<Fr> Je t'aime.
<Zh> {2k




Y 3 / iesee—snmiase

® Making the Relation Matters: Relation of Relation Learning Network for ICML 2021: Weight-Covariance Alignment for Adversarially Robust Neural
Sentence Semantic Matching (BE#) Networks
motivation: IFZ2ZEHEEZXRAMNXAZELFEERER, BREXAEFR". Att, TEE Motivation

2B EEBRAIM LSS (MM RFAFES)) IR E Zith T REWPIISHNENE

1. A Mstochastic neural networks (SNN) #2232 & RigiHHY, BB EF R (FSG1TE
B, #mABTFIEaEEANTFoNEN. ENEIZEMNAUNBRELEXNRRAGE,

FERA

BN BRI BERTM S B A0 R R\ A8 19716 F 5 2. SNNii)\ll;‘."eﬁﬁﬁ‘hiso‘tropic \noise,*XS@SNN#ﬁ&”ﬂL‘iﬁﬂ??yi']—ﬂ\anisotropic noise%
E, FRT—PEForniRBE, NBHNAERRGFNBHER (CEINEEE PROAIARIMLETE IR,

8) . TR, SEERTIISAENERESIHANES, RINMEET M EROXE

RASEAES, BURBR-Neth /A% R RIAOA I RIS ER 2 SRR SHABS 75 A T TR TRIG:

ttoh, FIAZERERORER, NMEFESTEATELENXR. BEXFRE, BEHERE 1. {EEFAEIETNEURNRES MIMERANEREIENITEE RERNE RKAIIZGTTE;
VA B FITIERRGEI, IRoR T, LSS ESICIE S
9&%18’]%)\’7?91*’1‘%7'13@?_ RZMANER, BxAEEERNEMREC)F3TZELE 2. TV RABS A SRR 0, BRI I
i, BRIFRALARH L, RESERMEE,
3. IMAstochastictEEHFE A Inoisef Bisotropic I XEBFE Z o i D HilB A B E5HEE X

BHERMFENERHR, T ST HEORE R MIL0; TR EREXR.

. .o ce S (== ‘ il
- = ‘71— ™~ 1 [ » | . .
s v o2 fot | £ I ot NN |t Stochastic Adversarial Defense
e - v
= P T idea: random self ensemble: one can simulate an ensemble of virtually infinite models while

only trainning one

ot N | ::] I - inject fixed or learnable noise into the models
- ° & == AL RERIET LA
X = :SE-- [ rwmrser et} “» z —ell A A oA |
& 1 HEEE " Method

Figure 2: Architecture of Relation of Relation Learning Network (R*-Ner) Eﬁ%%ZEﬁB‘J%a—'\it"é’hﬂ }xih
fE51: BIBERTRBHI, AECNNBIEE, FHEBEY, REMLPRMITETN, Our method fits into the family of SNNs that apply additive
(52 (A2 MENVING, TN RER, noise to the penultimate activations of the network. Consider
R — the function, f(), which implements the feature extractor

F39- — el N - = a/c

portion of the network i.e., everything except the final clas-

W E¥E3TLOSSHHE, il%. RETEQuorafIMSRP LS 3 70.6%%10.1% 3 7 . .
o ) sification layer. Our WCA-Net architecture is defined as
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Rare Words Domain-specific Words
B [ husn hui BERTHE [ 3 }
Jfm—de. ZAoNE S Carboxypolymethylene " .
L éj?ﬁ' ﬁ]ﬁ' 2. }E%ﬁ' Carboxypolymethylene is a term used for a serles of
Downtown Streets Store polymers primarily made from acrylic acld,
%ﬂ%ﬁ chu gui i%ﬂ@?ﬁ

LE5R 2R L
An enzyme in blood that catalyzes the hydrolysis of biocytin to

Oddity Silent biotin and lysine (or, lysyl residue if the lysine is part of a
protein sequence),

Figure 1: Examples of rare words and domain-specific
words in dictionaries.

2 BT B0 V) LA A PR B S ] B A AT
WA R, 2F A

T . -15 Nov 2013 v

Rocky is ready for snow season

Figure 1: An example of multimodal tweets. In this tweet,
“Rocky” is the name of the dog.
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Rare Words Domain-specific Words
B8 huan nui RERTHRE { . ]
SO S Carboxypolymethylene et
1. él_rﬁ' éllﬁ' 2 )g%-ﬁ' Carboxypolymethylene is a term used for a series of
Downtown Streets Store polymers primarily made from acrylic acid.

BRFE s I X AT- 55 1) B e — 2 56
SEIG 2 AR T

Bi inase

LER 2 R o
An enzyme in blood that catalyzes the hydrolysis of biocytin to
Oddity Silent biotin and lysine (or, lysyl residue if the lysine is part of a

protein sequence),

Figure 1: Examples of rare words and domain-specific
words in dictionaries.

L e s -15 Nov 2013 v

Rocky is ready for snow season

R S 13- R B o 7 5

Figure 1: An example of multimodal tweets. In this tweet,
“Rocky” is the name of the dog.
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«. » Dogs Trust W London

S pronervg v v s e s s ooy o Hashtag Recommendation for Multimodal
~ Microblog Using Co-Attention Network

CVPR, Visual Question Answering £ 12

R S 121 55 55

Figure 1: An example of multimodal tweets.Without visual
information, we can hardly predict the correct tag: #dog.
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Rare Words

ﬁ ﬁ huan hui
1.8, #4182, 54
Downtown Streets Store
gﬂ% chu gui
L5557 2.%E

Oddity Silent

Domain-specific Words

RERTRE |

=4
Carboxypolymethylene [ Z } )

Carboxypolymethylene is a term used for a serles of
polymers primarily made from acrylic acld,

£YRRES

Biocytinase

An enzyme in blood that catalyzes the hydrolysis of biocytin to
biotin and lysine (or, lysyl residue if the lysine is part of a
protein sequence),

Figure 1: Examples of rare words and domain-specific

words in dictionaries.

T ER) 3 V] SRR A A PR %65 3 1] B A T4

I R N, 2 )

T . -15 Nov 2013 v

Rocky is ready for snow season

Figure 1: An example of multimodal tweets. In this tweet,
“Rocky” is the name of the dog.
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step | action | rule stack coverage
0 0000000
¥\
1 S T3 [The President will] ®e00000
¥\
2 S TL [The President will] [visit] eecoco00e
3| R [The President will visit] eeccooe
)
4 S T4 [The President will visit] [London in April] ®esccoe
5 R, [The President will visit London in April] ®ecccee
00y,
f §

=Y 3 PyxD;60)¢ux?,y)

- > P(xy;0)¢k(x,y)

I
= Z Eyx@;0 [or(x?,y)]
=1

XEX yeY(x)

AR

T IEx,y;(‘) [¢k (X, Y)]

System Setting English-French ~ Chinese-English
Model 4 s2t 77 20.9
Model 4 t2s 9.2 30.3
GIZA++ Intersection 6.8 21.8
Union 9.6 28.1
Refined method 5.9 18.4
Cross-EM  HMM,, joint 541 18.9
Model 4 s2t 7.8 20.5
+Model 4 £2s 5.6 18.3
+link count 5.5 17.7
+cross count 5.4 17.6
- +neighbor count 52 174
Vigne +exact match 53 -
+linked word count 5:2 17.3
+bilingual dictionary - 17.1
+link co-occurrence count (GIZA++) 51 16.3
+link co-occurrence count (Cross-EM) 4.0 157

R

Algorithm 1 A beam search algorithm for word alignment

1: procedure ALIGN(f, e)

open — 0
N <0
a—10
ADD(open, a, B, b)
while open # () do
closed — ()
for all a € open do
foralll € [ xI—ado
a’ —au{l}
g — GaIN(f, e,a,])
if ¢ > 0 then
ADD(closed, a’, B, b)
end if
ADD(W, d/,0,n)
end for
end for
open « closed
end while
return N

21: end procedure

> a list of active alignments

> n-best list

> begin with an empty alignment

> initialize the list

> a list of promising alignments

> enumerate all possible new links
> produce a new alignment

> compute the link gain

> ensure that the score will increase

> update promising alignments

> update n-best list

> update active alignments

> return n-best list

RPN

Shift-reduce parsing is efficient but suffers from
parsing errors caused by syntactic ambiguity. Fig-
ure 3 shows two (partial) derivations for a depen-
dency tree. Consider the item on the top, the algo-
rithm can either apply a shift action to move a new
item or apply a reduce left action to obtain a big-
ger structure. This is often referred to as conflict
in the shift-reduce dependency parsing literature
(Huang et al., 2009). In this work, the shift-reduce
parser faces four types of conflicts:
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Proof of Theorem 1: Let &* be the weights
before the k’th mistake is made. It follows that
a' = 0. Suppose the k’th mistake is made at
the ’th example. Take z to the output proposed
at this example, 2z = argmax,cGEN(z;) ®(%i, )

ak. Tt follows from the algorithm updates that
aktlt = af + ®(xy, y;) — ®(x4, z). We take inner
products of both sides with the vector U:

U-a*' =U-a" +U-®(zi,y:) — U - ®(x4, 2)
>U-a*+46

where the inequality follows because of the prop-
erty of U assumed in Eq. 3. Because a' = 0,
and therefore U - a' = 0, it follows by induc-
tion on k that for all k&, U - a**! > ké. Be-
cause U - a**+1 < ||U|| ||@F+1]|, it follows that
[&*+1]| > ko.
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Abstract

Distant supervision for relation extraction pro-
vides uniform bag labels for each sentence
inside the bag, while accurate sentence labels E[F% H(J»EE% %ﬁé\
are important for downstream applications that
need the exact relation type. Directly using
bag labels for sentence-level training will

introduce much noise, thus severely deg;ading ﬁj‘hﬁ B‘Jﬁ%ﬁ'ﬁ“/ﬁ\ IEJ ia&j

performance. In this work, we propose the

use_of negative training (NT). in_which a

model is trained using complementary labels X .

regarding that “the instance does not belong ﬁz'ﬂ] E@%H{ ,lﬂj\%%fﬁ"é\
to these complementary labels”. Since the

probability of selecting a true label as a

complementary label is _low, NT provides
less noisy information. Furthermore, the g‘gmﬁ /l\'%l‘% %%%H %IS %Xﬁ }§:

model trained with NT is able to separate the
noisy data from the training data. Based on
. we propose a sentence-level framework,
SENT, for distant relation extraction. SENT
not only filters the noisy data to construct
a cleaner dataset, but also performs a re-
labeling process to transform the noisy data
into useful training data, thus further benefit-
ing the model’s performance. Experimental re-
sults show the significant improvement of the N N N
proposed method over previous methods on ﬁz'ﬂ]ﬁ& B(JEZ:%
sentence-level evaluation and de-noise erect.

Ma et al. Sentence-level Distant Relation Extraction via Negative Training, ACL 2021
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Abstract

Conventional n-best reranking techniques of-
ten suffer from the limited scope of the n-

: : : a4

best list. which rules out many potentially FIAR A

good alternatives. We instead propose forest

reranking. a method that reranks a packed for- TRATT B Ak LR A

est of exponentially many parses. Since ex-
act inference 1s intractable with non-local fea-

tures. we present an approximate algorithm in-
spired by forest rescoring that makes discrim-
mative traming practical over the whole Tree-
bank. Our final result. an F-score of 91.7. out-
performs both 50-best and 100-best reranking BRA BRI AL
baselines. and 1s better than any previously re-

ported systems tramned on the Treebank.

Liang Huang. Forest Reranking: Discriminative Parsing with Non-Local Features. In ACL 2008.
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Abstract

Distant supervision for relation extraction pro-
vides uniform bag labels for each sentence
inside the bag, while accurate sentence labels
are important for downstream applications that
need the exact relation type. Directly using
bag labels for sentence-level training will
introduce much noise, thus severely degrading
performance. In this work, we propose the
use of negative training (NT), in which a
model is trained using complementary labels
regarding that “the instance does not belong
to these complementary labels”. Since the
probability of selecting a true label as a
complementary label is low, NT provides
less noisy information. Furthermore, the
model trained with NT is able to separate the
noisy data from the training data. Based on
NT, we propose a sentence-level framework,
SENT, for distant relation extraction. SENT
not only filters the noisy data to construct
a cleaner dataset, but also performs a re-
labeling process to transform the noisy data
into useful training data, thus further benefit-
ing the model’s performance. Experimental re-
sults show the significant improvement of the
proposed method over previous methods on
sentence-level evaluation and de-noise effect.

1 Introduction

Relation extraction (RE), which aims to extrac|
the relation between entity pairs from unstructureq
text, is a fundamental task in natural languagy

processing. The extracted relation facts can benefj
various downstream applications, e.g., knowled
graph completion (Bordes et al., 2013; Wang et al
2014), information ex traction (Wu and Weld, 201
and question answering (Yao and Van Du

2014 Faderetal 2014)

A significant challenge for relation extraction is
the lack of large-scale labeled data. Thus, distant

* Coresponding authors.
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Figure 1: Two types of noise exist in bag-level labels:

1) Multi-label noise: the exact label (“place_of_birth™

or ‘employee_of”) for each sentence is unclear; 2)
Wrong-label noise: the third sentence inside the bag
actually expresses “live_in” which is not included in the
bag labels.

supervision (Mintz et al., 2009) is proposed to
gather training data through automatic alignment
between a database and plain text. Such annotation
paradigm results in an inevitable noise problem,

which is alleviated by previous studies using multi-

instance learning (MIL). In MIL, the training and
testing processes are performed at the bag level,
where a bag contains noisy sentences mentioning
the same entity pair but possibly not describing the
same relation. Studies using MIL can be broadly
classified into two categories: 1) the soft de-noise
methods that leverage soft weights to differentiate
the influence of each sentence (Lin et al., 2016;
Han et al., 2018c; Li et al., 2020; Hu et al., 2019a;
Ye and Ling, 2019; Yuan et al., 2019a,b); 2) the
hard de-noise methods that remove noisy sentences
from the bag (Zeng et al., 2015; Qinet al., 2018;
Han et al., 2018a; Shang, 2019).

However, these bag-level approaches fail to map
each sentence inside bags with explicit sentence
labels. This problem limits the application of RE
in some downstream tasks that require sentence-
level relation type, e.g., Yao and Van Durme (2014)
and Xu et al. (2016) use sentence-level relation ex-
traction to identify the relation between the answer
and the entity in the question. Therefore, several
studies (Jia et al. (2019); Feng et al. (2018)) have
made efforts on sentence-level (or instance-level)

X —IntroductionZf SIS &

Relation extraction (RE), which aims to extract
the relation between entity pairs from unstructured
text, 1s a fundamental task in natural language
processing. The extracted relation facts can benefit
various downstream applications, e.g., knowledge
graph completion (Bordes et al., 2013; Wang et al.,
2014), information extraction (Wu and Weld, 2010)
and question answering (Yao and Van Durme,
2014; Fader et al., 2014).
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Abstract

Distant supervision for relation extraction pro-
vides uniform bag labels for each sentence
inside the bag, while accurate sentence labels
are important for downstream applications that
need the exact relation type. Directly using
bag labels for sentence-level training will
introduce much noise, thus severely degrading
performance. In this work, we propose the
use of negative training (NT), in which a
model is trained using complementary labels
regarding that “the instance does not belong
to these complementary labels”. Since the
probability of selecting a true label as a
complementary label is low, NT provides
less noisy information. Furthermore, the
model trained with NT is able to separate the
noisy data from the training data. Based on
NT, we propose a sentence-level framework,
SENT, for distant relation extraction. SENT
not only filters the noisy data to construct
a cleaner dataset, but also performs a re-
labeling process to transform the noisy data
into useful training data, thus further benefit-
ing the model’s performance. Experimental re-
sults show the significant improvement of the
proposed method over previous methods on
sentence-level evaluation and de-noise effect.

1 Introduction

Relation extraction (RE), which aims to extract
the relation between entity pairs from unstructured
text, is a fundamental task in natural language
processing. The extracted relation facts can benefit
various downstream applications, e.g., knowledge
graph completion (Bordes et al., 2013; Wang et al.,
2014), information extraction (Wu and Weld, 2010)
and question answering (Yao and Van Durme,
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Figure 1: Two types of noise exist in bag-level labels:
1) Multi-label noise: the exact label (“place_of_birth”
or ‘employee_of”) for each sentence is unclear; 2)
Wrong-label noise: the third sentence inside the bag
actually expresses “live_in” which is not included in the
bag labels.

supervision (Mintz et al., 2009) is proposed to
gather training data through automatic alignment
between a database and plain text. Such annotation
paradigm results in an inevitable noise problem,
which is alleviated by previous studies using multi-
instance learning (MIL). In MIL, the training and
testing processes are performed at the bag level,
where a bag contains noisy sentences mentioning
the same entity pair but possibly not describing the
same relation. Studies using MIL can be broadly
classified into two categories: 1) the soft de-noise
methods that leverage soft weights to differentiate
the influence of each sentence (Lin et al., 2016;
Han et al., 2018c; Li et al., 2020; Hu et al., 2019a;
Ye and Ling, 2019; Yuan et al., 2019a,b); 2) the
hard de-noise methods that remove noisy sentences
from the bag (Zeng et al., 2015; Qinet al., 2018;
Han et al., 2018a; Shang, 2019).
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A significant challenge for relation extraction is
the lack of large-scale labeled data. Thus, distant

T e, N DA I T AP Ies T O T
each sentence inside bags with explicit sentence
labels. This problem limits the application of RE
in some downstream tasks that require sentence-
level relation type, e.g., Yao and Van Durme (2014)
and Xu et al. (2016) use sentence-level relation ex-
traction to identify the relation between the answer
and the entity in the question. Therefore, several
studies (Jia et al. (2019); Feng et al. (2018)) have
made efforts on sentence-level (or instance-level)

A significant challenge for relation extraction is
the lack of large-scale labeled data. Thus, distant
supervision (Mintz et al., 2009) is proposed to
gather training data through automatic alignment
between a database and plain text. Such annotation
paradigm results in an inevitable noise problem,
which is alleviated by previous studies using multi-
instance learning (MIL). In MIL, the training and
testing processes are performed at the bag level,
where a bag contains noisy sentences mentioning
the same entity pair but possibly not describing the
same relation. Studies using MIL can be broadly
classified into two categories: 1) the soft de-noise
methods that leverage soft weights to differentiate
the influence of each sentence (Lin et al., 2016;
Han et al., 2018c; Li et al., 2020; Hu et al., 2019a;
Ye and Ling, 2019; Yuan et al., 2019a,b); 2) the
hard de-noise methods that remove noisy sentences
from the bag (Zeng et al., 2015; Qin et al., 2018;
Han et al., 2018a; Shang, 2019).
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Abstract

Distant supervision for relation extraction pro-
vides uniform bag labels for each sentence
inside the bag, while accurate sentence labels
are important for downstream applications that
need the exact relation type. Directly using
bag labels for sentence-level training will
introduce much noise, thus severely degrading
performance. In this work, we propose the
use of negative training (NT), in which a
model is trained using complementary labels
regarding that “the instance does not belong
to these complementary labels”. Since the
probability of selecting a true label as a
complementary label is low, NT provides
less noisy information. Furthermore, the
model trained with NT is able to separate the
noisy data from the training data. Based on
NT, we propose a sentence-level framework,
SENT, for distant relation extraction. SENT
not only filters the noisy data to construct
a cleaner dataset, but also performs a re-
labeling process to transform the noisy data
into useful training data, thus further benefit-
ing the model’s performance. Experimental re-
sults show the significant improvement of the
proposed method over previous methods on
sentence-level evaluation and de-noise effect.

1 Introduction

Relation extraction (RE), which aims to extract
the relation between entity pairs from unstructured
text, is a fundamental task in natural language
processing. The extracted relation facts can benefit
various downstream applications, e.g., knowledge
graph completion (Bordes et al., 2013; Wang et al.,
2014), information extraction (Wu and Weld, 2010)
and question answering (Yao and Van Durme,
2014; Fader et al., 2014).

A significant challenge for relation extraction is
the lack of large-scale labeled data. Thus, distant
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Figure 1: Two types of noise exist in bag-level labels:
1) Multi-label noise: the exact label (“place_of_birth”
or ‘employee_of”) for each sentence is unclear; 2)
Wrong-label noise: the third sentence inside the bag
actually expresses “live_in” which is not included in the
bag labels.

supervision (Mintz et al., 2009) is proposed to
gather training data through automatic alignment
between a database and plain text. Such annotation
paradigm results in an inevitable noise problem,
which is alleviated by previous studies using multi-
instance learning (MIL). In MIL, the training and
testing processes are performed at the bag level,
where a bag contains noisy sentences mentioning
the same entity pair but possibly not describing the
same relation. Studies using MIL can be broadly
classified into two categories: 1) the soft de-noise
methods that leverage soft weights to differentiate
the influence of each sentence (Lin et al., 2016;
Han et al., 2018c; Li et al., 2020; Hu et al., 2019a;
Ye and Ling, 2019; Yuan et al., 2019a,b); 2) the
hard de-noise methods that remove noisy sentences

from the bag (Zeng et al., 2015; Qinet al., 2018;
- 2010y

However, these bag-level approaches fail to map
each sentence inside bags with explicit sentence
labels. This problem limits the application of RE
in some downstream tasks that require sentence-
level relation type, e.g., Yao and Van Durme (2014)
and Xu et al. (2016) use sentence-level relation ex-
traction to identify the relation between the answer
and the entity in the question. Therefore, several
studies (Jia et al. (2019); Feng et al. (2018)) have

Lmade clforts on sentencelevel (orinstancelevel))
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However, these bag-level approaches fail to map
each sentence inside bags with explicit sentence
labels. This problem limits the application of RE
in some downstream tasks that require sentence-
level relation type, e.g., Yao and Van Durme (2014)
and Xu et al. (2016) use sentence-level relation ex-
traction to identify the relation between the answer
and the entity in the question. Therefore, several
studies (Jia et al. (2019); Feng et al. (2018)) have
made efforts on sentence-level (or instance-level)
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distant RE, empirically verifying the deficiency
of bag-level methods on sentence-level evaluation.
However, the instance selection approaches of
these methods depend on rewards(Feng et al., 2018)
or frequent patterns(Jiaet al., 2019) determined by
bag-level labels, which contain much noise. For
one thing, one bag might be assigned to multiple
bag labels, leading to difficulties in one-to-one
mapping between sentences and labels. As shown
in Fig. 1, we have no access to the exact relation
between “place_of_birth” and “employee_of” for
the sentence “Obama was bom in the United
States.”. For another, the sentences inside a bag
might not express the bag relations. In Fig.1, the
sentence “Obama was back to the United States
yesterday” actually express the relation “live_in”,

which is not included in the haﬁ labels.
In this work, we propose use of negats

2 Related Work

21 Distant Supervision for RE

Supervised relation extraction (RE) has been
constrained by the lack of large-scale labeled
data. Therefore, distant supervision (DS) is
introduced by Mintz et al. (2009), which employs
existing knowledge bases (KBs) as source of
supervision instead of annotated text. Riedel
et al. (2010) relaxes the DS assumption to the
express-at-least-once assumption. As a result,
multi-instance leaming is introduced (Riedel et al.
(2010); Hoffmann et al. (2011); Surdeanu et al.
(2012)) for this task, where the training and
evaluating process are performed in bag-level,
with potential noisy sentences existing in each
bag. Most following studies in distant RE adopt
this paradigm, aiming to d the impact of

training (NT) (Kim et al., 2019) for distant RE.
Different from positive training (PT), NT trains a
model by selecting the complementary labels of|
the given label, regarding that “the input sentence
does not belong to this complementary label”.
Since the probability of selecting a true label as a
complementary label is low, NT decreases the risk
of providing noisy information and prevents the
model from overfitting the noisy data. Moreover,)
the model trained with NT is able to separate the
noisy data from the training data (a histogram in
Fig.3 shows the separated data distribution during

noisy sentences in each bag. These studies include
the atiention-based methods to attend to useful
information ( Lin et al. (2016); Han et al. (2018c);
Li et al. (2020); Hu et al (2019a); Ye and Ling
(2019); Yuan et al. (2019a); Zhu et al. (2019); Yuan
et al. (2019b); Wu et al. (2017)), the selection
strategies such as RL or adversarial training to
remove noisy sentences from the bag (Zeng et al.
(2015); Shang (2019); Qin et al. (2018); Han
et al. (2018a)) and the incorporation with extra
information such as KGs, multi-lingual corpora
or other information (Ji et al. (2017); Lei et al.
(2018); Vashishth et al. (2018); Han et al. (2018b);

NT). Based on NT, we propose SENT, a s
level framework for distant RE. During SENT
training, the noisy instances are not only filtered
with a noise-filtering straegy, but also transformed
into useful training data with a re-labeling method.
We further design an iterative training algorithm to|
take full advantage of these data-refining processes,|
which significantly boost performance. Our codes

are Bublicu available at Github'.
0 summarize the contribution of this work:

* We propose the use of negative training
for sentence-level distant RE, which greatly
protects the model from noisy information.

* We present a senience-level framework,
SENT, which includes a noise-filtering and a
re-labeling strategy for re-fining distant data.

* The proposed method achieves significant
improvement over previous methods in terms
of both RE performance and de-noise effect.

" https: A github.com/rtmaw w/SENT

Zhang et al. (2019); Quet al. (2019); Verga et al.
(2016); Linet al. (2017); Wang et al. (2018); Deng
and Sun (2019); Beltagy et al (2019)). Other
approaches include soft-label strategy for denoising
(Liuet al. (2017)), leveraging pre-trained LM (Alt
et al. (2019)), pattern-based method (Zheng et al.
(2019)), structured leaming method (Bai and Ritter
(2019)) and so forth (Luo et al. (2017); Chenet al.
(2019)).

In this work, we focus on sentence-level relation
extraction. Several previous studies also perform
Distant RE on senience-level. Feng et al. (2018)
proposes a reinforcement learning framework for
sentence selecting, where the reward is given by the
classification scores on bag labels. Jiaet al. (2019)
builds an initial training set and further select
confident instances based on selected patterns. The
difference between the proposed work and previous
works is that we do not rely on bag-level labels
for sentence selecting. Furthermore, we leverage
NT to dynamically separate the noisy data from

BATHIES
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In this work, we propose the use of negative
training (NT) (Kim et al., 2019) for distant RE.
Different from positive training (PT), NT trains a
model by selecting the complementary labels of
the given label, regarding that “the input sentence
does not belong to this complementary label”.
Since the probability of selecting a true label as a
complementary label is low, NT decreases the risk
of providing noisy information and prevents the
model from overfitting the noisy data. Moreover,
the model trained with NT is able to separate the
noisy data from the training data (a histogram in
Fig.3 shows the separated data distribution during
NT). Based on NT, we propose SENT, a sentence-
level framework for distant RE. During SENT
training, the noisy instances are not only filtered
with a noise-filtering strategy, but also transformed
into useful training data with a re-labeling method.
We further design an iterative training algorithm to
take full advantage of these data-refining processes,
which significantly boost performance. Our codes
are publicly available at Github'.
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distant RE, empirically verifying the deficiency
of bag-level methods on sentence-level evaluation.
However, the instance selection approaches of
these methods depend on rewards(Feng et al., 2018)
or frequent patterns(Jiaet al., 2019) determined by
bag-level labels, which contain much noise. For
one thing, one bag might be assigned to multiple
bag labels, leading to difficulties in one-to-one
mapping between sentences and labels. As shown
in Fig. 1, we have no access to the exact relation
between “place_of_birth” and “employee_of” for
the sentence “Obama was bom in the United
States.”. For another, the sentences inside a bag
might not express the bag relations. In Fig.1, the
sentence “Obama was back to the United States
yesterday” actually express the relation “live_in”,
which is not included in the bag labels.
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21 Distant Supervision for RE

Supervised relation extraction (RE) has been
constrained by the lack of large-scale labeled
data. Therefore, distant supervision (DS) is
introduced by Mintz et al. (2009), which employs
existing knowledge bases (KBs) as source of
supervision instead of annotated text. Riedel
et al. (2010) relaxes the DS assumption to the
express-at-least-once assumption. As a result,
multi-instance leaming is introduced (Riedel et al.
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complementary label is low, NT decreases the risk
of providing noisy information and prevents the
model from overfitting the noisy data. Moreover,
the model trained with NT is able to separate the
noisy data from the training data (a histogram in
Fig.3 shows the separated data distribution during

noisy sentences in each bag. These studies include
the atiention-based methods to attend to useful
information ( Lin et al. (2016); Han et al. (2018c);
Li et al. (2020); Hu et al (2019a); Ye and Ling
(2019); Yuan et al. (2019a); Zhu et al. (2019); Yuan
et al. (2019b); Wu et al. (2017)), the selection
strategies such as RL or adversarial training to
remove noisy sentences from the bag (Zeng et al.
(2015); Shang (2019); Qin et al. (2018); Han
et al. (2018a)) and the incorporation with extra
information such as KGs, multi-lingual corpora
or other information (Ji et al. (2017); Lei et al.
(2018); Vashishth et al. (2018); Han et al. (2018b);

NT). Based on NT, we propose SENT, a s
level framework for distant RE. During SENT
training, the noisy instances are not only filtered
with a noise-filtering straegy, but also transformed
into useful training data with a re-labeling method.
We further design an iterative training algorithm to
take full advantage of these data-refining processes,
which significantly boost performance. Our codes

To summarize the contribution of this work:
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for sentence-level distant RE, which greatly
protects the model from noisy information.

* We present a senience-level framework,
SENT, which includes a noise-filtering and a
re-labeling strategy for re-fining distant data.

* The proposed method achieves significant
improvement over previous methods in terms
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Abstract

Distant supervision for relation extraction pro-
vides uniform bag labels for each sentence
inside the bag, while accurate sentence labels
are important for downstream applications that
need the exact relation type. Directly using
bag labels for sentence-level training will
introduce much noise, thus severely degrading
performance. In this work, we propose the
use of negative training (NT), in which a
model is trained using complementary labels
regarding that “the instance does not belong
to these complementary labels”. Since the
probability of selecting a true label as a
complementary label is low, NT provides
less noisy information. Furthermore, the
model trained with NT is able to separate the
noisy data from the training data. Based on
NT, we propose a senence-level framework,
SENT, for distant relation extraction. SENT
not only filters the noisy data to construct
a cleaner dataset, but also performs a re-
labeling process to transform the noisy data
into useful training data, thus further benefit-
ing the model’s performance. Experimental re-
sults show the significant improvement of the
proposed method over previous methods on
sentence-level evaluation and de-noise effect.

1 Introduction

Relation extraction (RE), which aims to extract
the relation between entity pairs from unstructured
text, is a fundamental task in natural language
processing. The extracted relation facts can benefit
various downstream applications, e.g., knowledge
graph completion (Bordes et al., 2013; Wang et al.,
2014), information extraction (Wu and Weld, 2010)
and question answering (Yao and Van Durme,
2014; Fader et al., 2014).

A significant challenge for relation extraction is
the lack of large-scale labeled data. Thus, distant

* Corresponding authors.
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Figure 1: Two types of noise exist in bag-level labels:
1) Multi-label noise: the exact label (“place_of_birth”
or ‘employee_of”) for each sentence is unclear; 2)
Wrong-label noise: the third sentence inside the bag
actually expresses “live_in” which is not included in the
bag labels.

supervision (Mintz et al., 2009) is proposed to
gather training data through automatic alignment
between a database and plain text. Such annotation
paradigm results in an inevitable noise problem,
which is alleviated by previous studies using multi-
instance learning (MIL). In MIL, the training and
testing processes are performed at the bag level,
where a bag contains noisy sentences mentioning
the same entity pair but possibly not describing the
same relation. Studies using MIL can be broadly
classified into two categories: 1) the soft de-noise
methods that leverage soft weights to differentiate
the influence of each sentence (Lin et al., 2016;
Han et al., 2018c; Li et al., 2020; Hu et al., 2019a;
Ye and Ling, 2019; Yuan et al., 2019a,b); 2) the
hard de-noise methods that remove noisy sentences
from the bag (Zeng et al., 2015; Qinet al., 2018;
Han et al., 2018a; Shang, 2019).

However, these bag-level approaches fail to map
each sentence inside bags with explicit sentence
labels. This problem limits the application of RE
in some downstream tasks that require sentence-
level relation type, e.g., Yao and Van Durme (2014)
and Xu et al. (2016) use sentence-level relation ex-
traction to identify the relation between the answer
and the entity in the question. Therefore, several
studies (Jia et al. (2019); Feng et al. (2018)) have
made efforts on sentence-level (or instance-level)
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The need to segment and label sequences arises in many
different problems in several scientific fields. Hidden
Markov models (HMMs) and stochastic grammars are well
understood and widely used probabilistic models for such
problems. In computational biology, HMMs and stochas-
tic grammars have been successfully used to align bio-
logical sequences, find sequences homologous to a known
evolutionary family, and analyze RNA secondary structure

(Durbin et al., 1998).| In computational linguistics and

computer science, HMMs and stochastic grammars have
been applied to a wide variety of problems in text and
speech processing, including topic segmentation, part-of-
speech (POS) tagging, information extraction, and syntac-
tic disambiguation|(Manning & Schiitze, 1999).

John Lafferty, Andrew McCallum, and Fernando Pereira. Conditional Random Fields: Probabilistic Models fof

Segmenting and Labeling Sequence Data. In ICML 20083.
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the dictionary D.
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Figure 3. Plots of 2 x 2 error rates for HMMSs, CRFs, and MEMMs on randomly generated synthetic data sets, as described in Section 5.2.
As the data becomes “more second order,” the error rates of the test models increase. As shown in the left plot, the CRF typically
significantly outperforms the MEMM. The center plot shows that the HMM outperforms the MEMM. In the right plot, each open square
represents a data set with o < %, and a solid circle indicates a data set with o > % The plot shows that when the data is mostly second
order (o« > %), the discriminatively trained CRF typically outperforms the HMM. These experiments are not designed to demonstrate
the advantages of the additional representational power of CRFs and MEMMs relative to HMMs.
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