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Benchmarks are significant for the growth of Al research.
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Open Machine Translation Evaluation

Open Machine Translation Evaluation (OpenMT)

The objective of the NIST Open Machine Translation (OpenMT) evaluation series is to support research in, and help advance the
state of the art of, machine translation (MT) technologies - technologies that translate text between human languages. Input may
include all forms of text. The goal is for the output to be an adequate and fluent translation of the original.

The MT evaluation series started in 2001 as part of the DARPA TIDES program. In their current form, the evaluations are driven and
coordinated by NIST as NIST OpenMT. They provide an important contribution to the direction of research efforts and the
calibration of technical capabilities in MT. The OpenMT evaluations are intended to be of interest to all researchers working on the
general problem of automatic translation between human languages. To this end, they are designed to be simple, to focus on core
technology issues, to be fully supported, and to be accessible to all those wishing to participate. The most recently completed
NIST OpenMT evaluation was MT09 and took place in June 2009. MT09 featured three language pairs, the second cycle of a
progress test, and, for the first time, system combination categories. Results of past NIST OpenMT and DARPA TIDES MT
evaluations as well as resources specific to each evaluation can be accessed via the year-specific links at the bottom.

OpenMT introduced an MT Challenge that began in the fall of 2015.

Contact
Email mt_poc@nist.gov= for with questions for NIST related to MT.

To request to be added to NIST's MT mailing list, email mt list+subscribe@list.nist.gove .

[2001]([2002][2003][2004][2005][2006][2008](2009][2012][2015][2015 challenge ]

SQUAD2.0

The Stanford Question Answering Dataset

What is SQUAD?

Stanford Question Answering Dataset (SQuAD) is a
reading comprehension dataset, consisting of questions
posed by crowdworkers on a set of Wikipedia articles,
where the answer to every question is a segment of text,
or span, from the corresponding reading passage, or the
question might be unanswerable.

SQuAD2.0 combines the 100,000 questions in SQUAD1.1
with over 50,000 unanswerable questions written
adversarially by crowdworkers to look similar to
answerable ones. To do well on SQUAD2.0, systems must
not only answer questions when possible, but also
determine when no answer is supported by the paragraph
and abstain from answering.

Explore SQUAD2.0 and model predictions
SQUAD2.0 paper (Rajpurkar & Jia et al. '18)

SQUAD 1.1, the previous version of the SQUAD dataset,
contains 100,000+ question-answer pairs on 500+
articles.

Explore SQuAD1.1 and model predictions

SQUAD1.0 paper (Rajpurkar et al. '16)

Leaderboard

SQUAD2.0 tests the ability of a system to not only answer reading comprehension
questions, but also abstain when presented with a question that cannot be answered
based on the provided paragraph
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+ 1 Zirui Wang T5 + Meena, Single Model (Meena Team - Google Brain) 90.4 91.4 958/976 98.0 88.3/63.0 94.2/935 93.0 77.9 96.6 69.1 92.7/91.9
+ 2 DeBERTa Team - Microsoft DeBERTa / TuringNLRv4 g 90.3 90.4 95.7/976 98.4 88.2/63.7 94.5/941 93.2 77.5 95.9 66.7 93.3/93.8
3 SuperGLUE Human Baselines  SuperGLUE Human Baselines [L)- 89.8 89.0 95.8/98.9 100.0 81.8/51.9 91.7/91.3 936 80.0 100.0 76.6  99.3/99.7

+ 4 T5 Team - Google T5 g 89.3 91.2 93.9/96.8 948 88.1/63.3 94.1/93.4 92.5 76.9 93.8 65.6 92.7/91.9
+ 5 Huawei Noah's Ark Lab NEZHA-Plus g 86.7 87.8 94.4/96.0 936 84.6/55.1 90.1/89.6 89.1 746 93.2 58.0 87.1/744
+ 6 Alibaba PAI&ICBU PAI Albert 86.1 88.1 92.4/96.4 91.8 84.6/54.7 89.0/88.3 88.8 741 93.2 756  98.3/99.2
+ 7 Infosys : DAWN : Al Research ~ ROBERTa-iCETS 86.0 88.5 93.2/95.2 91.2 86.4/58.2 89.9/89.3 89.9 72.9 89.0 61.8 88.8/81.5
+ 8 Tencent Jarvis Lab ROBERTa (ensemble) 85.9 88.2 925/956 90.8 84.4/53.4 91.5/91.0 87.9 741 91.8 576 89.3/756
9  Zhuiyi Technology RoBERTa-mtl-adv 85.7 87.1 92.4/956 91.2 85.1/543 91.7/91.3 88.1 721 91.8 58.5 91.0/78.1

10 Facebook Al ROBERTa [:/J‘ 846 87.1 90.5/95.2 90.6 84.4/52.5 90.6/90.0 88.2 69.9 89.0 579 91.0/781

+ 11 Anuar Sharafudinov AlLabs Team, Transformers 826 88.1 916/94.8 86.8 85.1/54.7 828/79.8 88.9 741 78.8 100.0 100.0/100.0
12 Rakesh Radhakrishnan Menon ADAPET (ALBERT) - few-shot [:};' 76.0 80.0 82.3/92.0 854 76.2/35.7 86.1/85.5 75.0 53.5 85.6 -0.4 100.0/50.0

+ 13 Timo Schick IPET (ALBERT) - Few-Shot (32 Examples) B 75.4 81.2 79.9/88.8 90.8 74.1/31.7 85.9/85.4 70.8 493 88.4 36.2 97.8/57.9
14 Adrian de Wynter Bort (Alexa Al) .4 89.6 83.7/541 49.8/4%.0 81.2 70.1 65.8 480 96.1/61.5




But are these benchmarks good enough for evaluating Al”?
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Take our dataset (i.e, XGLUE) as an example.

XGLUE Leaderboard

XGLUE Dataset and Leaderboard

Tasks

.NER

. POS Tagging (POS)

. News Classification (NC)
MLQA

XNLI

PAWS-X

. Query-Ad Matching (QADSM) New Tasks!
. Web Page Ranking (WPR)

. QA Matching (QAM)

. Question Generation (QG)

. News Title Generation (NTG)
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Relevant Links

XGLUE Submission Guideline/Github XGLUE Paper Unicoder Paper(Baseline)

Leaderboard (05/25/2020-Present) ranked by XGLUE Score (average score on 11 tasks)

Submission PAWS- XGLUE
Rank Model Date NER POS NC MLQA  XNLI X QADSM WPR QAM QG NTG Score
1 Unicoder Baseline 2020-05-25 79.7 796 835 66.0 7553 90.1 68.4 73.9 68.9 10.6 10.7 64.2

(XGLUE Team)

https://microsoft.github.io/XGLUE/



https://microsoft.github.io/XGLUE/

(1) Robustness issue in XGLUE.

= DNA profiling is today possible with even very small quantities of blood: this is commonly used
in forensic science, but is now also part of the diagnostic process of many disorders...
= Original question: where is DNA used today? -- forensic science
= Modified question: where is RNA used today? -- forensic science
= Modified question: where is DNA not used today? -- forensic science

= In 1975, Bill Gates co-founded Microsoft with childhood friend Paul Allen in Albuquerque, New
Mexico. It became the world's largest personal computer software company.
= Original question: Who founded Microsoft? -- Bill Gates
= Modified question: Who founded Apple? -- Bill Gates

= Donald Knuth argues that ternary computers will be brought back into development in the
future to take advantage of ternary logic’'s elegance and efficiency...
= Original question: Who is a proponent of ternary computers? -- Donald Knuth
= Modified question: Who is an opponent of ternary computers? -- Donald Knuth



Similar findings in other datasets.

Article: Super Bowl 50

Paragraph: “Peyton Manning became the first quarter-
back ever to lead two different teams to multiple Super
Bowls. He is also the oldest quarterback ever to play
in a Super Bowl at age 39. The past record was held
by John Elway, who led the Broncos to victory in Super
Bowl XXXIII at age 38 and is currently Denver’s Execu-
tive Vice President of Football Operations and General
Manager. Quarterback Jeff Dean had jersey number 37
in Champ Bowl XXXIV.”

Question: “What is the name of the quarterback who
was 38 in Super Bowl XXXIII?”

Original Prediction: John Elway

Prediction under adversary: Jeff Dean

[1707.07328] Adversarial Examples for Evaluating
Reading Comprehension Systems (arxiv.orq)

Classification Task: Is this a positive or negative review?

TextFooler

N\

( "The characters, castin | " "The characters, cast in

S impossibly contrived :(> impossibly engineered
| — situations, are totally circumstances, are fully
Input Text | estranged from reality." . estranged from reality.”
?
n W?
s (
, { Negative! ] L Positive!
A = A
SOTA NLP models

(e.g. BERT, LSTM, CNN)

[1907.11932] Is BERT Really Robust? A Strong Baseline for Natural
Language Attack on Text Classification and Entailment (arxiv.org)

N
4


https://arxiv.org/abs/1707.07328
https://arxiv.org/abs/1907.11932

(2) Bias issue in XGLUE.

= Biased questions type distribution in QA Matching (QAM)

Question Type How What Where Which Who Why
# of questions 16,595 14,981 10,010 5,601 11,602 515
= Biased news article class distribution in News Classification (NC)
Sl Sports Finance News Autos Video Travel Lifestyle Foo'd = Health Entertain
Names Drink ment
Foftrain | 5953, | 12488 | 24254 | 3329 | 11,066 | 2470 6,001 2,544 5,225 3,391
Instances




Similar findings in other datasets.

Task Example of Representation Bias in the Context of Gender D[S | R|U
Machine Translating “He is a nurse. She is a doctor.” to Hungarian and back to v |V
Translation English results in “She is a nurse. He is a doctor.” (Douglas, 2017)
Caption Generation | An image captioning model incorrectly predicts the agent to be male v |V
because there is a computer nearby (Burns et al., 2018).
Speech Automatic speech detection works better with male voices than female vV | Vv
Recognition voices (Tatman, 2017).
Sentiment Analysis | Sentiment Analysis Systems rank sentences containing female noun v
phrases to be indicative of anger more often than sentences containing
male noun phrases (Park et al., 2018).
Language Model “He 1s doctor’ has a higher conditional likelihood than “She is doctor” A IRV
(Lu et al., 2018).
Word Embedding Analogies such as “man : woman :: computer programmer : homemaker” | v | v | vV | V
are automatically generated by models trained on biased word
embeddings (Bolukbasi et al., 2016).

Table 1: Following the talk by Crawford (2017), we categorize representation bias in NLP tasks into the following
four categories: (D)enigration, (S)tereotyping, (R)ecognition, (U)nder-representation.

[1906.08976] Mitigating Gender Bias in Natural Language Processing: Literature Review (arxiv.org)



https://arxiv.org/abs/1906.08976

(3) Metric issue In XGLUE.

(news title generation task)

INPUT: Three years ago, a man nicknamed "Murder" was charged in connection with a deadly home invasion in
Bradenton. On Monday, Courtney Lawrence, 30, who also has "Murder" tattooed on his neck, pleaded guilty to second-
degree murder with a firearm, attempted second-degree murder with a firearm, armed burglary of a dwelling with a
firearm and possession of a firearm by a convicted felon. The Bradenton Herald reported in May 2016 that four or five
armed men stormed a home and demanded money from the 38-year-old owner. Deputies say the homeowner and the
gunman exchanged gunfire. The homeowner and one of the alleged gunmen, Emanuel Johnson, were injured in the
shootout, and Johnson was later pronounced dead at a local hospital. The Miami Herald said Lawrence was identified as
one of the alleged gunmen when he was dropped off at a local hospital within 30 minutes of the shooting. The Herald
said he had gunshot wounds on his buttocks and an injury to his shoulder. An investigation from the Manatee County
Sheriff's Office said Lawrence admitted he had been shot during an armed robbery and that an accomplice had been
killed. Lawrence pleaded guilty Monday and was sentenced to 40 years in prison. What other people are reading right
now: 85-year-old Florida man accused of murdering 90-year-old lover of 60 years Assisted living facility worker
reportedly left residents alone to go clubbing Man missing after being carjacked by armed bank robber, deputies say 5-
year-old SC girl missing after mom found dead in-home Ex-cardinal's letters show signs of grooming victims for abuse,
experts say = Make it easy to keep up-to-date with more stories like this. Download the 10News app now . Have a news
tip? Email desk@wtsp.com or visit our Facebook page or Twitter feed .

GOLDEN: Florida man nicknamed '‘Murder' pleads guilty to murder charges

GENERATED: Man with 'Murder' tattoo admit his guilt in deadly home invasion



Similar findings in other datasets.

v Machine Translation
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3 Issues of Current Benchmarks
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3 Issues of Current Benchmarks
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3 Issues of Current Benchmarks

Robustness Measurement



Some Efforts to Robustness Measurement
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Some Efforts to Robustness Measurement

TextAttack $& OpenAttack

Terminalizer

Attacker

TextProcessor

Substiut

DataManager

Tokenization

Lemmatization

Word Sense
Disambiguation

Named Entity
Recognition

Dependency Parsing

Morris et al. TextAttack: A Framework for Adversarial Attacks, Data https://github.com/thunlp/OpenAttack

Augmentation, and Adversarial Training in NLP, EMNLP 2020



Some Efforts to Robustness Measurement

Capability =~ Min Func Test  INVariance = DIRectional el
Vocabulary | Fail. rate=15.0% _ 16.2% (&) 34.6% Find examples that fool the model
NER 00%  (G)208% N/A
Negation 0 76.4% N/A N/A BB Your goal: entera negative ¥  statement that fools the model into predicting positive.
Please pretend you a reviewing a place, product, book or movie.
(P Test case | Expected Predicted Pass?
o Testing Negation with MFT Labels: negative, positive, neutral
Template: I {(NEGATION} {(POS VERB} the {THING} This year's NAACL was very different because of Covid
= Model prediction: positive
| can’t say | recommend the food. neg pos X Well donel You fooled the model, —
Z 7 93.79%
| didn’t love the flight. neg neutral X Optionally, provide an explanation for your example beaft. Click oUt Gt inplit box to save
ICOVId is clearly not a good thing. l
Failure rate i 764% [The model probably doesn't know what Covid is ]
9 Testing NER with INV Same pred. (inv) after removals / additions Modelnspector
¢ 5 #s Thi 's NA AC L diff by f Cov id #s
@AmericanAir thank you we got on a = pos X e ey rerent EEEER e v AR
different ﬂ|ght to [ Chioago — Dallas ] 10V, neutral The model inspector shows the layer integrated gradients for the input token layer of the model.
@VirginAmerica | can’t lose my luggage, s ( neutral %
moving to [ Brazil — Turkey ] soon, ugh. neg DRetract | W Flag | Q Inspect
Failure rate = 20.8%
This year's NAACL was very different because of Covid
6 Testing Vocabulary with DIR Sentiment monotonic decreasing (1)
@AmericanAir service wasn't great. You neg
are lame ¢ l ( neutral X Switch to next context
@JetBlue why won't YOU help them?! 1] ( neg
Ugh. | dread you. neutral
Failure rate = 34.6%

Figure 1: CueckListing a commercial sentiment analy- FACEBOOK Al Dyr]d
sis model (G). Tests are structured as a conceptual ma-
trix with capabilities as rows and test types as columns
(examples of each type in A, B and C).

Ribeiro et al., Beyond Accuracy: Behavioral Testing of NLP Models with Kiela et al. Dynabench: Rethinking Benchmarking in NLP, NAACL 2021
CheckList, ACL 2020

Bench




Some Efforts to Robustness Measurement

Input Layer

______________________________________________________________

O Jor)

Config File i
. i .
o — FlintModel
Original Model SR A

12 NLP Task

24 Classic Datasets

20 General transformations

60 Task-specific transformations

Generation Layer

O Frmom)
@) v )

AttackRecipe

|

Generated Data

Report Layer

Analyzer

ReportGenerator

Robustness Report

Transformation

Original Tasty burgers, and crispy fries. (Target aspect: burgers)
RevTgt Terrible burgers, but crispy fries.

RevNon Tasty burgers, but soggy fries.

Typos
Adversarial attack

Original Premise: Some rooms have balconies.
Hypothesis: All of the rooms have balconies.

Tatsy burgers, and cripsy fries.

Contradiction

Premise: Many rooms have balconies.
Hypothesis: All of the rooms have balconies.

Adv
Neutral

Subpopulation

Original Set

She became a nurse and worked in a hospital.
I told John to come early, but he failed.

The river derives from southern America.
Marry would like to teach kids in the kindergarten.
The storm destroyed many houses in the village.

Subpopulation - Gender

x AX <

TextFlint

Wang et al.,, TextFlint: Unified Multilingual Robustness Evaluation Toolkit for Natural Language Processing, ACL 2021



Some Efforts to Robustness Measurement

Transformation - General
Synonym

“He loves NLP” --> “He likes NLP”

Antonym

John lives in Ireland = John doesn’t live in Ireland

Spelling Error

definitely - difinately Typos
Shanghai - Shenghai EntTypos
like = I1ke OCR

Wang et al.,, TextFlint: Unified Multilingual Robustness Evaluation Toolkit for Natural Language Processing, ACL 2021



