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Uncertainty-Aware Sequence Labeling
Jiacheng Ye, Xiang Zhou, Xiaoqing Zheng, Tao Gui, and Qi Zhang

Abstract—Conditional random fields (CRFs) have been widely
used for sequence labeling tasks in the field of natural language
processing. However, how to model both local and global de-
pendencies among labels is not well solved yet. In this study,
we introduce a novel two-stage label decoding method to better
model the short- and long-term label dependencies, while being
much more computationally efficient with the use of graphics
processing units (GPUs). A base model is first used to propose
draft labels, and then a novel two-stream self-attention model
makes refinements on these draft predictions based on long-
range label dependencies. Besides, in order to mitigate the side
effects of incorrect draft labels, Bayesian neural networks are
used to indicate the labels with high probabilities of being wrong,
which helps to mitigate the error propagation. Not only can our
method model sentence-level label dependencies, but it is also
easily extended to document-level sequence labeling by querying
and storing a key-value memory matrix with label co-occurrence
relationships. The experimental results on both sentence-level
and document-level sequence labeling benchmarks show that the
proposed method outperforms existing label decoding methods
while taking advantage of parallel computations on GPUs.

Index Terms—Sequence Labeling, Uncertainty Estimation,
Bayesian Neural Network, Transformer, Memory Network.

I. INTRODUCTION

THE sequence labeling aims to assign labels to input
tokens (i.e., words or characters). There are many ap-

plications of sequence labeling in natural language processing
(NLP), including part-of-speech (POS) tagging, text chunking,
and named entity recognition (NER). Traditional models, such
as Hidden Markov Models (HMM) and Conditional Random
Fields (CRFs) [1], [2], [3], have been widely used for sequence
labeling tasks for a long time. In the past two decades,
neural network-based approaches achieved impressive results
in many sequence labeling tasks without handcrafted feature
engineering [4], [5], [6], [7], [8].

Along with the successful use of neural networks to obtain
text distributed representations by the encoders, how to design
a label decoder that can properly model the dependencies
among labels also has drawn much attention recently [9], [10],
[11]. For sequence labeling tasks, it is beneficial to consider
the correlations among labels and jointly decode the best chain
of labels for a given input sentence [4]. For example, in POS
tagging an adjective is more likely to be followed by a noun
than a verb (neighboring label dependencies), and in NER
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Fig. 1: Schematic diagram of label refinement framework [16].
The goal is to refine the label of “Arab” using contextual labels
and words, while the refinement of other correct labels may
be negatively impacted by incorrect draft labels.

the two named entities formed by coordinating conjunctions
are likely to be the same type (long-term label dependencies)
[12]. Therefore, it is critical for sequence label tasks to decode
label sequences jointly using label dependencies, rather than
of decoding each label independently [13]. Among them, the
CRF layer integrated with neural encoders to capture label
transition patterns has become ubiquitous in sequence labeling
tasks [4], [14]. However, the linear-chain CRF usually can
capture the neighboring label dependencies by using Viterbi
decoding. Many of the recent methods try to introduce label
embeddings to manage the dependencies at the longer ranges,
such as two-stage label refinement [15], [16] and seqence-to-
seqence (seq2seq) frameworks [11], [17]. Specifically, Krish-
nan and Manning [15] presented a two-stage approach where
the second CRF uses features derived from the output of the
first CRF to model long-term label dependencies. Zhang et al.
[11] propose a seq2seq method and use a label long-short term
memory network (LSTM) to augment the label dependencies
and word-label interactions.

Although the above methods can model longer label depen-
dencies in a sentence, they are vulnerable to error propagation:
if a label is mistakenly predicted during inference, the error
will be propagated and the other labels conditioned on this
one will be negatively impacted [18]. We take the recently-
proposed label attention network (LAN) [16] as an example,
the LAN introduced a hierarchically-refined representation
of marginal label distributions, which is used to predict a
sequence of draft labels first and then uses the word-label
interactions to refine them. As shown in Figure 1, when the
LAN refine the label of “Arab” using contextual labels and
words, the refinement of other correct labels may be negatively
impacted by incorrect draft labels. To verify the existence of
error propagation, we count the refinement results of the LAN
on the CoNLL2003 test dataset, and find that there are 39
correct tokens have been incorrectly modified in all 93 entities
that changed their labels after the refinement. Hence, the model
should selectively correct the labels with high probabilities
of being incorrect, not all of them. Fortunately, we find that
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uncertainty values estimated by Bayesian neural networks [19]
can effectively indicate the labels that have a high probability
of being incorrect. We find that the average uncertainty1 value
of incorrect prediction is 29 times larger than that of correct
predictions for the draft labels. Hence, we can easily set an
uncertainty threshold to refine the potentially incorrect labels
only and mitigate the side effects on the correct labels.

For document-level sequence labeling, modeling document-
level label dependencies is also quite useful, because multiple
occurrences of a particular token sequence are very likely
to have the same entity types within a document [15]. As
shown in Figure 2, previous methods only consider mod-
eling sentence-level label dependencies and the document-
level label dependencies are relatively less explored. The
traditional linear-chain conditional random fields (CRFs) are
insufficient for modeling the document-level relationships of
labels [20], [21]. Recently, many studies have focused on
the better incorporation of document-level context information
[22], [20], but little attention has given to explicitly model
the document-level label consistency among the same token
sequences in an entire text.

In this study, we first propose a novel two-stage Uncertainty-
Aware label refinement Network (UANet) to model sentence-
level label dependencies. At the first stage, Bayesian neural
networks take a sentence as input and yield all of the draft
labels together with corresponding uncertainties. At the second
stage, a two-stream self-attention model performs attention
over label embeddings to explicitly model the label depen-
dencies, and over context vectors to generate the context
representations. All of these features are combined to refine the
potentially incorrect draft labels. The above label refinement
operations can be processed in parallel.

In addition, our method can be easily extended to further
utilize document-level contextual and label information. We
adopt a key-value memory component [23], which memorizes
all the hidden state vectors and their corresponding label em-
beddings of the entire document. At the first stage, we process
all the sentences in the document and store their hidden state
vectors and the corresponding label embeddings into the key-
value memory component, which are grouped by the unique
word identifier. At the second stage, the additional document-
level co-occurrence context and label vectors are retrieved
by attention mechanism to provide additional document-level
label dependencies, which will be combined with sentence-
level context and label vectors to make the refinement.

We conduct experiments on four sequence labeling bench-
marks to show the effectiveness of our model in sentence-
level label dependency modeling. To further demonstrate that
our model can easily incorporate document-level information,
we also experiment on three document-based named entity
recognition benchmarks. The experimental results on both
the sentence-level and document-level sequence labeling tasks
indicated that the proposed method not only outperformed
state-of-the-art methods but also significantly reduced the
inference time by leveraging GPUs for parallel decoding.

1The uncertainty was computed using the Bayesian neural network. Specif-
ically, we used a Bayesian neural network in the first layer of the LAN to
estimate the uncertainty.
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Fig. 2: Example of label dependencies in NER task. Local
label dependencies (green, solid) can be learned by CRF-
based methods. Although much recent work has focused on
document-level context representations, the CRF decoding
methods were still limited to learning document-level label
dependencies (pink, dashed). In this example, ”Gates” can
either indicates entrances to a field or a person’s name. But
with the document-level label dependencies, the model can
make the correct prediction.

The main contributions of this paper can be summarized as
follows:
• We use Bayesian neural networks to estimate the uncer-

tainty of predictions and indicate the potentially incorrect
labels that should be refined.

• We propose a novel two-stream self-attention refining
framework to better model label dependencies and word-
label interactions at the short and long range.

• The proposed method can be easily extended to model
document-level label dependencies by using a novel key-
value memory component.

• The proposed parallel decoding process can greatly speed
up the inference process by taking advantage of parallel
computations on GPUs.

• The experimental results on both the sentence-level and
document-level sequence labeling datasets indicate that
the proposed methods perform better than existing label
decoding methods. Besides, the experimental results on
three document-level NER datasets indicate that the pro-
posed method significantly outperforms the start-of-the-
art methods. Our codes were released at Github2.

This paper is organized as follows: Section II presents a
brief overview of related work in sequence labeling, Bayesian
modeling and refinement methods. Section III describes the
proposed sentence-level and document-level models, together
with their training and decoding details. Section IV shows the
experimental results and extensive analysis on our sentence-
level and document-level models. We conclude this paper in
Section V.

II. RELATED WORK

A. Sequence Labeling

Traditional sequence labeling models use statistical ap-
proaches with handcrafted features and task-specific resources
[2], [24], [3]. With advances in deep learning, neural models
could achieve competitive performances without handcrafted
feature engineering [25], [26]. We mainly introduce several

2https://github.com/jiacheng-ye/DocL-NER
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previous works from three aspects, namely input representa-
tion, text encoder, and label decoder.

1) Input Representation: For word-level representations,
previous methods mainly use word embeddings pre-trained
over large collections of text. Commonly used word embed-
dings include Word2Vec3, GloVe4, fastText5 and SENNA6. For
character-level representations, Ma and Hovy [4] encodes the
character-level representation with a character-level convolu-
tional neural network (CNN). More recently, some pre-trained
contextualized embeddings, such as BERT [8], GPT [27], and
ELMo [7], are proposed and demonstrate a strong ability for
various natural language understanding tasks. In this work, we
verify that the proposed label decoding method can effectively
incorporate both the pre-trained word embeddings and pre-
trained contextualized embeddings in the experiments.

2) Text Encoder: There are mainly three architectures used
in encoder layer for sequence labeling tasks, namely recurrent
neural networks (RNN), CNN and Transformer. Huang et
al. [28] utilizes a bidirectinal LSTM architecture as context
encoder. For a faster inference speed, [9], [6] propose to use
CNN as context encoder and [29], [30] utilize Transformer
to encode context information. [31] utilize Bayesian RNN
[32] as context encoder to explicitly model uncertainties in
the output. They find that modeling uncertainties is useful at
enhancing model performances in Named Entity Recognition
tasks. However, they only model uncertainty, but do not
make further use of uncertainty. In this work, we further
use uncertain information through a two-stage framework and
achieve better results. More details about Bayesian neural
networks will be described in the next subsection.

3) Label Decoder: The simplest decoder layer can be
a MLP layer with softmax activation. However, pure MLP
fails to model label dependencies, which are crucial in many
sequence labeling tasks (e.g. POS tagging, Named Entity
Recognition and Text Chunking). Many efforts have been
done on how to model label dependencies, such as using a
CRF layer integrated with neural encoders to capture label
transition patterns [14], [4], and introducing label embeddings
to manage longer ranges of dependencies [17], [11], [16].
Our work is an extension of label embedding methods, which
applies label dependencies and word-label interactions to only
refine the labels with high probabilities of being incorrect. The
probability of making a mistake is estimated by a Bayesian
neural network encoder.

B. Bayesian Neural Networks

Traditional neural networks are parameterized by a set of
model weights W, and a point estimation of W is obtained
by maximizing a certain objective function. Bayesian neural
networks (BNNs) [33], [34], [35], [36] offer a probabilistic
interpretation of deep learning models by inferring distribu-
tions over the models’ weights, i.e., P (W|D), given datasets
D = {(x1,yi)}ni=1. Bayesian neural networks can offer

3https://code.google.com/archive/p/word2vec
4http://nlp.stanford.edu/projects/glove
5https://fasttext.cc/docs/en/english-vectors.html
6https://ronan.collobert.com/senna

some robustness against the over-fitting problem, and make
it possible to train models from small datasets [37].

1) Uncertainty Types: There are two main types of un-
certainty in Bayesian modeling [19]. Aleatoric uncertainty
captures the noise inherent in the observations, and epistemic
(model) uncertainty accounts for the uncertainty in the model
parameters. Aleatoric uncertainty could be sensor noise or an-
notation noise, resulting in uncertainty that cannot be reduced
even if more data were to be collected. Model uncertainty
captures our ignorance about which model generates our
collected data. Model uncertainty can be reduced given enough
data. This work focused on the use of model uncertainty to
indicate whether model predictions were likely to be incorrect,
which could effectively prevent correct draft labels from being
incorrectly refined.

2) Uncertainty Estimation: In classification models, the
probability vector obtained at the end of the pipeline (the
softmax output) is often erroneously interpreted as model
uncertainty. Malinin et al. [38] propose a framework called
Prior Networks for classification task based on BNN uncer-
tainty estimation. A model can be uncertain in its predictions
even with a high softmax output [39], [37]. [39] gives results
showing that simply using the point estimation results in
extrapolations with unjustified high confidence for points far
from the training data. They verify that modeling a distribution
over the parameters through BNNs can effectively reflect
the model uncertainty, and Bernoulli Dropout (which is also
applied in this study) is exactly one example of regularization
techniques, which corresponds to an approximate variational
distribution without changing either the models or the op-
timization. Specifically, they prove that the use of Dropout
(and its variants) in neural networks can be interpreted as a
Bayesian approximation of Gaussian Process (GP) [40]. In
Dropout case, weights are modeled as Bernoulli distribution
with with probability p. Some typical examples of using
Bernoulli distribution to estimate uncertainty are Bayesian
CNN [41] and Bayesian RNN [32].

Here, we give a formal description of using Bayesian
neural networks to estimate model uncertainty. Given the
dataset D with training inputs X = {x1, . . . ,xn} and their
corresponding outputs Y = {y1, . . . ,yn}, Bayesian inference
looks for the posterior distribution of the parameters W given
the dataset p(W|D). This makes it possible to predict an
output y∗ for a new input point x∗ by marginalizing over
all of the possible parameters, as follows:

p(y∗|x∗,D) =

∫
p(y∗|W,x∗)p(W|D)dW. (1)

Bayesian inference is intractable for many models because
of the complex nonlinear structures and high dimension of
the model parameters. Recent advances in variational inference
introduced new techniques into the field. Among these, Monte
Carlo Dropout [39] requires minimum modification to the
original model. It is possible to use the variational inference
approach to find an approximation q∗θ(W) to the true posterior
p(W|D) parameterized by a different set of weights θ, where
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x4
<latexit sha1_base64="yNPJ8DJPx382nMgnAdRMPEl0dLg=">AAACz3icjVHLSsNAFD2Nr1pfVZdugkVwVZJaUFwV3LhswT6gLSVJp21oXiQTtZSKW3/Arf6V+Af6F94Zp6AW0QlJzpx7z5m599qR5ybcMF4z2tLyyupadj23sbm1vZPf3WskYRo7rO6EXhi3bCthnhuwOne5x1pRzCzf9ljTHl+IePOaxYkbBld8ErGubw0Dd+A6Fieq0/EtPrIH09tZr9zLF4yiIZe+CEwFClCrGuZf0EEfIRyk8MEQgBP2YCGhpw0TBiLiupgSFxNyZZxhhhxpU8pilGERO6bvkHZtxQa0F56JVDt0ikdvTEodR6QJKS8mLE7TZTyVzoL9zXsqPcXdJvS3lZdPLMeI2L9088z/6kQtHAOcyRpcqimSjKjOUS6p7Iq4uf6lKk4OEXEC9ykeE3akct5nXWoSWbvorSXjbzJTsGLvqNwU7+KWNGDz5zgXQaNUNE+KpVq5UDlXo87iAIc4pnmeooJLVFEn7wiPeMKzVtNutDvt/jNVyyjNPr4t7eEDeNKUQA==</latexit>

Trading

E-ORGO O S-ORG
0.8

B-ORG I-ORG I-ORG E-ORG B-ORG I-ORG I-ORG S-ORG

Content Stream
Attention

Q
<latexit sha1_base64="zaMW0sPM4yp/FcwAoa5fKSVEg1c=">AAACzXicjVHLSsNAFD2Nr1pfVZdugkVwVdIqKK4KbtzZgn1gWyRJp+3QvEgmQql16w+41d8S/0D/wjvjFNQiOiHJmXPvOTP3XifyeCIs6zVjLCwuLa9kV3Nr6xubW/ntnUYSprHL6m7ohXHLsRPm8YDVBRcea0Uxs33HY01ndC7jzVsWJzwMrsQ4Yl3fHgS8z11bEHXd8W0xdPqT2vQmX7CKllrmPChpUIBe1TD/gg56COEihQ+GAIKwBxsJPW2UYCEirosJcTEhruIMU+RIm1IWowyb2BF9B7RrazagvfRMlNqlUzx6Y1KaOCBNSHkxYXmaqeKpcpbsb94T5SnvNqa/o718YgWGxP6lm2X+VydrEejjVNXAqaZIMbI6V7ukqivy5uaXqgQ5RMRJ3KN4TNhVylmfTaVJVO2yt7aKv6lMycq9q3NTvMtb0oBLP8c5DxrlYumoWK4dFypnetRZ7GEfhzTPE1RwgSrq5B3gEU94Ni6N1Lgz7j9TjYzW7OLbMh4+AGpMk3I=</latexit>

K,V
<latexit sha1_base64="Sv2NajVsQ4XzSgbDcP/1ofaxxR8=">AAACz3icjVHLSsNAFD2Nr1pfVZdugkVwISVVQXFVcCO4acE+oC0ySadtaF4kE6WUilt/wK3+lfgH+hfeGaegFtEJSc6ce8+ZuffakecmwrJeM8bc/MLiUnY5t7K6tr6R39yqJ2EaO7zmhF4YN22WcM8NeE24wuPNKObMtz3esIfnMt644XHihsGVGEW847N+4PZchwmi2m2fiYHdG18e1CfX+YJVtNQyZ0FJgwL0qoT5F7TRRQgHKXxwBBCEPTAk9LRQgoWIuA7GxMWEXBXnmCBH2pSyOGUwYof07dOupdmA9tIzUWqHTvHojUlpYo80IeXFhOVppoqnylmyv3mPlae824j+tvbyiRUYEPuXbpr5X52sRaCHU1WDSzVFipHVOdolVV2RNze/VCXIISJO4i7FY8KOUk77bCpNomqXvWUq/qYyJSv3js5N8S5vSQMu/RznLKgfFktHxcPqcaF8pkedxQ52sU/zPEEZF6igRt4RHvGEZ6Nq3Bp3xv1nqpHRmm18W8bDB+RRlAI=</latexit>

Label Stream
Attention

Q
<latexit sha1_base64="zaMW0sPM4yp/FcwAoa5fKSVEg1c=">AAACzXicjVHLSsNAFD2Nr1pfVZdugkVwVdIqKK4KbtzZgn1gWyRJp+3QvEgmQql16w+41d8S/0D/wjvjFNQiOiHJmXPvOTP3XifyeCIs6zVjLCwuLa9kV3Nr6xubW/ntnUYSprHL6m7ohXHLsRPm8YDVBRcea0Uxs33HY01ndC7jzVsWJzwMrsQ4Yl3fHgS8z11bEHXd8W0xdPqT2vQmX7CKllrmPChpUIBe1TD/gg56COEihQ+GAIKwBxsJPW2UYCEirosJcTEhruIMU+RIm1IWowyb2BF9B7RrazagvfRMlNqlUzx6Y1KaOCBNSHkxYXmaqeKpcpbsb94T5SnvNqa/o718YgWGxP6lm2X+VydrEejjVNXAqaZIMbI6V7ukqivy5uaXqgQ5RMRJ3KN4TNhVylmfTaVJVO2yt7aKv6lMycq9q3NTvMtb0oBLP8c5DxrlYumoWK4dFypnetRZ7GEfhzTPE1RwgSrq5B3gEU94Ni6N1Lgz7j9TjYzW7OLbMh4+AGpMk3I=</latexit>

x1
1

<latexit sha1_base64="VLvNfw9ZqHpfLl0w85pXgJxAZTI=">AAAC0XicjVHLSsNAFD2Nr1pfVZdugkVwVZIqKK4KblxWtA/oiySdtqF5MZmIpRTErT/gVn9K/AP9C++MKahFdEKSM+fec2buvXbkubEwjNeMtrC4tLySXc2trW9sbuW3d2pxmHCHVZ3QC3nDtmLmuQGrCld4rBFxZvm2x+r26FzG6zeMx24YXItxxNq+NQjcvutYgqhOy7fE0O5Pbqdds2N28wWjaKilzwMzBQWkqxLmX9BCDyEcJPDBEEAQ9mAhpqcJEwYi4tqYEMcJuSrOMEWOtAllMcqwiB3Rd0C7ZsoGtJeesVI7dIpHLyeljgPShJTHCcvTdBVPlLNkf/OeKE95tzH97dTLJ1ZgSOxfulnmf3WyFoE+TlUNLtUUKUZW56QuieqKvLn+pSpBDhFxEvcozgk7Sjnrs640sapd9tZS8TeVKVm5d9LcBO/yljRg8+c450GtVDSPiqXL40L5LB11FnvYxyHN8wRlXKCCKnlzPOIJz9qVNtbutPvPVC2TanbxbWkPHxsYlOA=</latexit>

x1
2

<latexit sha1_base64="2+RCzjIovjNgIlNBcVrEJU0m19o=">AAAC0XicjVHLSsNAFD2Nr1pfVZdugkVwVZIqKK4KblxWtA/oiySdtqF5MZmIpRTErT/gVn9K/AP9C++MKahFdEKSM+fec2buvXbkubEwjNeMtrC4tLySXc2trW9sbuW3d2pxmHCHVZ3QC3nDtmLmuQGrCld4rBFxZvm2x+r26FzG6zeMx24YXItxxNq+NQjcvutYgqhOy7fE0O5PbqfdUsfs5gtG0VBLnwdmCgpIVyXMv6CFHkI4SOCDIYAg7MFCTE8TJgxExLUxIY4TclWcYYocaRPKYpRhETui74B2zZQNaC89Y6V26BSPXk5KHQekCSmPE5an6SqeKGfJ/uY9UZ7ybmP626mXT6zAkNi/dLPM/+pkLQJ9nKoaXKopUoyszkldEtUVeXP9S1WCHCLiJO5RnBN2lHLWZ11pYlW77K2l4m8qU7Jy76S5Cd7lLWnA5s9xzoNaqWgeFUuXx4XyWTrqLPawj0Oa5wnKuEAFVfLmeMQTnrUrbazdafefqVom1ezi29IePgAdepTh</latexit>

x1
3

<latexit sha1_base64="oh0fous5/PGlblQIL4DByEdV4mQ=">AAAC0XicjVHLSsNAFD2Nr1pfVZdugkVwVZJWUFwV3LisaB/Q2pKk0zY0LyYTsZSCuPUH3OpPiX+gf+GdMQW1iE5Icubce87MvdeOPDcWhvGa0RYWl5ZXsqu5tfWNza389k49DhPusJoTeiFv2lbMPDdgNeEKjzUjzizf9ljDHp3JeOOG8dgNgysxjti1bw0Ct+86liCq0/YtMbT7k9tpt9wxu/mCUTTU0ueBmYIC0lUN8y9oo4cQDhL4YAggCHuwENPTggkDEXHXmBDHCbkqzjBFjrQJZTHKsIgd0XdAu1bKBrSXnrFSO3SKRy8npY4D0oSUxwnL03QVT5SzZH/znihPebcx/e3UyydWYEjsX7pZ5n91shaBPk5UDS7VFClGVuekLonqiry5/qUqQQ4RcRL3KM4JO0o567OuNLGqXfbWUvE3lSlZuXfS3ATv8pY0YPPnOOdBvVQ0y8XSxVGhcpqOOos97OOQ5nmMCs5RRY28OR7xhGftUhtrd9r9Z6qWSTW7+La0hw8f3JTi</latexit>

x1
4

<latexit sha1_base64="jxV9izhNcOXK3qR4qShM6ApGdGU=">AAAC0XicjVHLSsNAFD2Nr/quunQTLIKrktSC4qrgxmVF+4C+SNJpG5oXk4lYSkHc+gNu9afEP9C/8M6YglpEJyQ5c+49Z+bea0eeGwvDeM1oC4tLyyvZ1bX1jc2t7dzObi0OE+6wqhN6IW/YVsw8N2BV4QqPNSLOLN/2WN0enct4/Ybx2A2DazGOWNu3BoHbdx1LENVp+ZYY2v3J7bRb6pjdXN4oGGrp88BMQR7pqoS5F7TQQwgHCXwwBBCEPViI6WnChIGIuDYmxHFCroozTLFG2oSyGGVYxI7oO6BdM2UD2kvPWKkdOsWjl5NSxyFpQsrjhOVpuoonylmyv3lPlKe825j+durlEyswJPYv3SzzvzpZi0Afp6oGl2qKFCOrc1KXRHVF3lz/UpUgh4g4iXsU54QdpZz1WVeaWNUue2up+JvKlKzcO2lugnd5Sxqw+XOc86BWLJjHheJlKV8+S0edxT4OcETzPEEZF6igSt4cj3jCs3aljbU77f4zVcukmj18W9rDByI+lOM=</latexit>

x2
4

<latexit sha1_base64="CKuEeWBK6v99zqhO2ZY8EHxEHr8=">AAAC0XicjVHLSsNAFD2Nr/quunQTLIKrktSC4qrgxmVF+4C+SNJpG5oXk4lYSkHc+gNu9afEP9C/8M6YglpEJyQ5c+49Z+bea0eeGwvDeM1oC4tLyyvZ1bX1jc2t7dzObi0OE+6wqhN6IW/YVsw8N2BV4QqPNSLOLN/2WN0enct4/Ybx2A2DazGOWNu3BoHbdx1LENVp+ZYY2v3J7bRb6hS7ubxRMNTS54GZgjzSVQlzL2ihhxAOEvhgCCAIe7AQ09OECQMRcW1MiOOEXBVnmGKNtAllMcqwiB3Rd0C7ZsoGtJeesVI7dIpHLyeljkPShJTHCcvTdBVPlLNkf/OeKE95tzH97dTLJ1ZgSOxfulnmf3WyFoE+TlUNLtUUKUZW56QuieqKvLn+pSpBDhFxEvcozgk7Sjnrs640sapd9tZS8TeVKVm5d9LcBO/yljRg8+c450GtWDCPC8XLUr58lo46i30c4IjmeYIyLlBBlbw5HvGEZ+1KG2t32v1nqpZJNXv4trSHDySelOQ=</latexit>

x2
3

<latexit sha1_base64="c6/dFgAOqQs8JRcaYUrLlowU8JY=">AAAC0XicjVHLSsNAFD2Nr1pfVZdugkVwVZJWUFwV3LisaB/Q2pKk0zY0LyYTsZSCuPUH3OpPiX+gf+GdMQW1iE5Icubce87MvdeOPDcWhvGa0RYWl5ZXsqu5tfWNza389k49DhPusJoTeiFv2lbMPDdgNeEKjzUjzizf9ljDHp3JeOOG8dgNgysxjti1bw0Ct+86liCq0/YtMbT7k9tpt9wpdfMFo2iopc8DMwUFpKsa5l/QRg8hHCTwwRBAEPZgIaanBRMGIuKuMSGOE3JVnGGKHGkTymKUYRE7ou+Adq2UDWgvPWOldugUj15OSh0HpAkpjxOWp+kqnihnyf7mPVGe8m5j+tupl0+swJDYv3SzzP/qZC0CfZyoGlyqKVKMrM5JXRLVFXlz/UtVghwi4iTuUZwTdpRy1mddaWJVu+ytpeJvKlOycu+kuQne5S1pwObPcc6Deqlolouli6NC5TQddRZ72MchzfMYFZyjihp5czziCc/apTbW7rT7z1Qtk2p28W1pDx8iPJTj</latexit>

x2
2

<latexit sha1_base64="50DiQ6Q7gG/mMRlc92EDkzi6jbE=">AAAC0XicjVHLSsNAFD2Nr1pfVZdugkVwVZIqKK4KblxWtA/oiySdtqF5MZmIpRTErT/gVn9K/AP9C++MKahFdEKSM+fec2buvXbkubEwjNeMtrC4tLySXc2trW9sbuW3d2pxmHCHVZ3QC3nDtmLmuQGrCld4rBFxZvm2x+r26FzG6zeMx24YXItxxNq+NQjcvutYgqhOy7fE0O5PbqfdUqfUzReMoqGWPg/MFBSQrkqYf0ELPYRwkMAHQwBB2IOFmJ4mTBiIiGtjQhwn5Ko4wxQ50iaUxSjDInZE3wHtmikb0F56xkrt0CkevZyUOg5IE1IeJyxP01U8Uc6S/c17ojzl3cb0t1Mvn1iBIbF/6WaZ/9XJWgT6OFU1uFRTpBhZnZO6JKor8ub6l6oEOUTESdyjOCfsKOWsz7rSxKp22VtLxd9UpmTl3klzE7zLW9KAzZ/jnAe1UtE8KpYujwvls3TUWexhH4c0zxOUcYEKquTN8YgnPGtX2li70+4/U7VMqtnFt6U9fAAf2pTi</latexit>

x2
1

<latexit sha1_base64="zqLnPpnnUQXpdhfaurzZscnTgB4=">AAAC0XicjVHLSsNAFD2Nr1pfVZdugkVwVZIqKK4KblxWtA/oiySdtqF5MZmIpRTErT/gVn9K/AP9C++MKahFdEKSM+fec2buvXbkubEwjNeMtrC4tLySXc2trW9sbuW3d2pxmHCHVZ3QC3nDtmLmuQGrCld4rBFxZvm2x+r26FzG6zeMx24YXItxxNq+NQjcvutYgqhOy7fE0O5Pbqdds1Pq5gtG0VBLnwdmCgpIVyXMv6CFHkI4SOCDIYAg7MFCTE8TJgxExLUxIY4TclWcYYocaRPKYpRhETui74B2zZQNaC89Y6V26BSPXk5KHQekCSmPE5an6SqeKGfJ/uY9UZ7ybmP626mXT6zAkNi/dLPM/+pkLQJ9nKoaXKopUoyszkldEtUVeXP9S1WCHCLiJO5RnBN2lHLWZ11pYlW77K2l4m8qU7Jy76S5Cd7lLWnA5s9xzoNaqWgeFUuXx4XyWTrqLPawj0Oa5wnKuEAFVfLmeMQTnrUrbazdafefqVom1ezi29IePgAdeJTh</latexit>

l21
<latexit sha1_base64="3k7Ir8p7WwVmD8x9t/PYEPEbroc=">AAAC0XicjVHLSsNAFD2Nr1pfVZdugkVwVZIqKK4KblxWtK3QF0k6rcG8mEyEUgri1h9wqz8l/oH+hXfGKahFdEKSM+fec2buvW4S+KmwrNecMTe/sLiUXy6srK6tbxQ3txppnHGP1b04iPmV66Qs8CNWF74I2FXCmRO6AWu6N6cy3rxlPPXj6FKMEtYJnWHkD3zPEUR126Ejrt3BOJj07G6lVyxZZUstcxbYGpSgVy0uvqCNPmJ4yBCCIYIgHMBBSk8LNiwkxHUwJo4T8lWcYYICaTPKYpThEHtD3yHtWpqNaC89U6X26JSAXk5KE3ukiSmPE5anmSqeKWfJ/uY9Vp7ybiP6u9orJFbgmti/dNPM/+pkLQIDHKsafKopUYysztMumeqKvLn5pSpBDglxEvcpzgl7Sjnts6k0qapd9tZR8TeVKVm593Ruhnd5Sxqw/XOcs6BRKdsH5cr5Yal6okedxw52sU/zPEIVZ6ihTt4cj3jCs3FhjIw74/4z1chpzTa+LePhAwC8lNU=</latexit>

l22
<latexit sha1_base64="DNLuqbgnzyPzoxtr4c9EZymD7aA=">AAAC0XicjVHLSsNAFD2Nr1pfVZdugkVwVZIoKK4KblxWtK3QF0k6bUPzYjIRSimIW3/Arf6U+Af6F94ZU1CL6IQkZ86958zce53Y9xJhGK85bWFxaXklv1pYW9/Y3Cpu79STKOUuq7mRH/Ebx06Y74WsJjzhs5uYMztwfNZwRucy3rhlPPGi8FqMY9YO7EHo9T3XFkR1WoEthk5/4k+7VsfqFktG2VBLnwdmBkrIVjUqvqCFHiK4SBGAIYQg7MNGQk8TJgzExLUxIY4T8lScYYoCaVPKYpRhEzui74B2zYwNaS89E6V26RSfXk5KHQekiSiPE5an6SqeKmfJ/uY9UZ7ybmP6O5lXQKzAkNi/dLPM/+pkLQJ9nKoaPKopVoyszs1cUtUVeXP9S1WCHGLiJO5RnBN2lXLWZ11pElW77K2t4m8qU7Jy72a5Kd7lLWnA5s9xzoO6VTaPytblcalylo06jz3s45DmeYIKLlBFjbw5HvGEZ+1KG2t32v1nqpbLNLv4trSHDwMelNY=</latexit>

l23
<latexit sha1_base64="58xDSbQ32JrmR17+hceZrJ6VFUY=">AAAC0XicjVHLSsNAFD2Nr1pfVZdugkVwVZJWUFwV3LisaB/QF0k6bUPzYjIRSimIW3/Arf6U+Af6F94ZU1CL6IQkZ86958zce+3Ic2NhGK8ZbWl5ZXUtu57b2Nza3snv7tXjMOEOqzmhF/KmbcXMcwNWE67wWDPizPJtjzXs8YWMN24Zj90wuBGTiHV8axi4A9exBFHdtm+JkT2YerNeuVvq5QtG0VBLXwRmCgpIVzXMv6CNPkI4SOCDIYAg7MFCTE8LJgxExHUwJY4TclWcYYYcaRPKYpRhETum75B2rZQNaC89Y6V26BSPXk5KHUekCSmPE5an6SqeKGfJ/uY9VZ7ybhP626mXT6zAiNi/dPPM/+pkLQIDnKkaXKopUoyszkldEtUVeXP9S1WCHCLiJO5TnBN2lHLeZ11pYlW77K2l4m8qU7Jy76S5Cd7lLWnA5s9xLoJ6qWiWi6Wrk0LlPB11Fgc4xDHN8xQVXKKKGnlzPOIJz9q1NtHutPvPVC2TavbxbWkPHwWAlNc=</latexit>

l24
<latexit sha1_base64="WFvphSPRk1G0TQT8SQxs6unGRZo=">AAAC0XicjVHLSsNAFD2Nr1pfVZdugkVwVZJaUFwV3LisaB/QF0k6bUPzYjIRSimIW3/Arf6U+Af6F94ZU1CL6IQkZ86958zce+3Ic2NhGK8ZbWl5ZXUtu57b2Nza3snv7tXjMOEOqzmhF/KmbcXMcwNWE67wWDPizPJtjzXs8YWMN24Zj90wuBGTiHV8axi4A9exBFHdtm+JkT2YerNeuVvq5QtG0VBLXwRmCgpIVzXMv6CNPkI4SOCDIYAg7MFCTE8LJgxExHUwJY4TclWcYYYcaRPKYpRhETum75B2rZQNaC89Y6V26BSPXk5KHUekCSmPE5an6SqeKGfJ/uY9VZ7ybhP626mXT6zAiNi/dPPM/+pkLQIDnKkaXKopUoyszkldEtUVeXP9S1WCHCLiJO5TnBN2lHLeZ11pYlW77K2l4m8qU7Jy76S5Cd7lLWnA5s9xLoJ6qWieFEtX5ULlPB11Fgc4xDHN8xQVXKKKGnlzPOIJz9q1NtHutPvPVC2TavbxbWkPHwfilNg=</latexit>

l11
<latexit sha1_base64="Id17iQ+ClI3sYcyO5WMAuiSDxr0=">AAAC0XicjVHLSsNAFD2Nr1pfVZdugkVwVZIqKK4KblxWtK3Qakmm0zY0LyYToZSCuPUH3OpPiX+gf+GdMQW1iE5Icubce87MvdeNfS+RlvWaM+bmFxaX8suFldW19Y3i5lYjiVLBeJ1FfiSuXCfhvhfyuvSkz69iwZ3A9XnTHZ6qePOWi8SLwks5ivl14PRDr+cxRxJ10w4cOXB7Y3/SsW/sTrFklS29zFlgZ6CEbNWi4gva6CICQ4oAHCEkYR8OEnpasGEhJu4aY+IEIU/HOSYokDalLE4ZDrFD+vZp18rYkPbKM9FqRqf49ApSmtgjTUR5grA6zdTxVDsr9jfvsfZUdxvR3828AmIlBsT+pZtm/lenapHo4VjX4FFNsWZUdSxzSXVX1M3NL1VJcoiJU7hLcUGYaeW0z6bWJLp21VtHx990pmLVnmW5Kd7VLWnA9s9xzoJGpWwflCvnh6XqSTbqPHawi32a5xGqOEMNdfIWeMQTno0LY2TcGfefqUYu02zj2zIePgD+TZTU</latexit>

l12
<latexit sha1_base64="rSyfzxYLaBqW0tWWWCCCRQbv0PA=">AAAC0XicjVHLSsNAFD2Nr1pfVZdugkVwVZIqKK4KblxWtK3QF0k6rcG8mEyEUgri1h9wqz8l/oH+hXfGKahFdEKSM+fec2buvW4S+KmwrNecMTe/sLiUXy6srK6tbxQ3txppnHGP1b04iPmV66Qs8CNWF74I2FXCmRO6AWu6N6cy3rxlPPXj6FKMEtYJnWHkD3zPEUR126Ejrt3BOJj0Kl27VyxZZUstcxbYGpSgVy0uvqCNPmJ4yBCCIYIgHMBBSk8LNiwkxHUwJo4T8lWcYYICaTPKYpThEHtD3yHtWpqNaC89U6X26JSAXk5KE3ukiSmPE5anmSqeKWfJ/uY9Vp7ybiP6u9orJFbgmti/dNPM/+pkLQIDHKsafKopUYysztMumeqKvLn5pSpBDglxEvcpzgl7Sjnts6k0qapd9tZR8TeVKVm593Ruhnd5Sxqw/XOcs6BRKdsH5cr5Yal6okedxw52sU/zPEIVZ6ihTt4cj3jCs3FhjIw74/4z1chpzTa+LePhAwC+lNU=</latexit>
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Uncertainty Threshold: 0.35

Fig. 3: Graphical illustration of architecture and inference process for the proposed UANet. The same colors between LSTM
cells refer to repeating the same Dropout masks on recurrent connections at each time step. The variational LSTM outputs draft
labels and model uncertainties simultaneously. The refinement works on draft labels only with threshold greater than 0.35.

the Kullback-Leibler (KL) divergence of the two distributions
is minimized. The integral can be approximated as follows:

p(y∗|x∗,D) ≈
T∑
j=1

p(y∗|Wj ,x
∗)q∗θ(Wj). (2)

In contrast to non-Bayesian networks, at test time, Dropouts
are also activated. As a result, model uncertainty can be
approximately evaluated by summarizing the variance of the
model outputs from multiple forward passes.

C. Refinement methods

Refinement (or reranking, rescoring) is a method to correct
the draft outputs generated by the base model. A base model
typically produces a set of candidates for each sentence,
with associated probabilities that define an initial ranking of
these outputs. A second model then improves upon the initial
ranking or rewrite the candidate sentences, using additional
features as evidence. Refinement approaches have given ac-
curacy improvement on many NLP tasks including machine
translation [42], [43], [44], [45], parsing [46], [47], reading
comprehension [48], question answering [49], story generation
[50] and named entity recognition [51], [52], [16].

Collins [51] proposed a voted perceptron algorithm for
sequence labeling, which yields a significant improvement
over the maximum-entropy baseline on the NER tasks by
leveraging global features. Yang et al. [52] replace all entity
mentions produced by a baseline NER model into their
entity types and then leverage RNN to learn sentence-level
patterns that involved named entity mentions. Cui et al. [16]
investigate a hierarchically-refined label attention network for
sequence labeling, which leverages label embeddings and uses
consecutive attention layers on the label embeddings to refine
the draft labels. In our work, not only do we use a novel
two-stream self-attention model to generate refined labels,
but we use uncertainty to determine whether to preserve the
original labels or use the refined ones.

III. UNCERTAINTY-AWARE SEQUENCE LABELING

In this work, we propose a novel two-stage label refinement
framework for sequence labeling tasks. At the first stage,
a variational LSTM [32] is adopted as the base model for
the draft label and uncertainty predictions. At the second
stage, the uncertain labels that have a high probability of
being wrong can be refined by a two-stream self-attention
model using long-term label dependencies and word-label
interactions. The proposed sentence-level model is shown in
Figure 3. In addition, the proposed method can be easily
extended to further model document-level label dependencies
through a key-value memory networks.

A. Variational LSTM for Uncertainty Estimation

Long short-term memory (LSTM) [53] stands at the fore-
front of many recent developments in sequence labeling tasks.
Because most of previous sequence labeling tasks are based
on the LSTM framework, to facilitate comparison with the
previous LSTM-based models, we adopt variational LSTMs
[32] as special Bayesian neural networks to encode sentences
and determine the labels with high probabilities of being
wrong. In general, the uncertainty estimation methods can also
be easily applied to other sequence labeling models, like the
CNN and Transformer.

1) Word and Label Representation: Following [26] and [5],
we use character information to enhance the word representa-
tion. Given a word sequence S = w1, w2, . . . , wn, the product
of the one-hot encoded vector with an embedding matrix then
gives a word embedding: wi = ew(wi), where ew denotes
a word embedding lookup table. Each word is made up of
a sequence of characters c1, c2, . . . , ct. We adopt CNNs for
character encoding and xci denotes the output of character-
level encoding. Then a word is represented by concatenating
its word embedding and its character-level encoding: xi =
[wi;x

c
i ]. All the word representations make up an embedding

matrix E ∈ RV×D, where D is the embedding dimensionality
of x and V is the number of words in the vocabulary.

Given the label set L = {l1, l2, . . . , lK}, each label lk
is represented by lk = el(lk) ∈ Rdl , where el denotes a
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label embedding lookup table. Label embeddings are randomly
initialized and tuned during training.

2) Variational LSTM: A common practice of Dropout tech-
nique on LSTM is that the technique should be used with
the inputs and outputs of the LSTM alone. In contrast, the
variational LSTM additionally applies Dropout on recurrent
connections by repeating the same mask at each time step.
Hence, the variational LSTM can model the uncertainty more
accurately. In order to show the between vanilla LSTM and
variational LSTM, we first describe the vanilla LSTM as
follows. 

gi
ii
fi
oi

 =



Wg

Wi

Wf

Wo

 • [ x′i
hi−1

]
+


bg

bi

bf

bo




ci = φ(gi)� σ(ii) + ci−1 � σ(fi)

hi = σ(oi)� φ (ci) ,

(3)

where φ denotes the tanh function, and σ is the sigmoid

function. We use the following symbols to denote the four
gates of LSTM: “input modulation” gate is denoted by g,
“input” gate by i, “forget” gate by f , and “output” gate by
o. The symbols of � and • are used to denote the Hadamard
product and matrix product respectively, and c, h denote the
cell state and hidden state, respectively.

For variational LSTM as shown in Figure 3, we use the same
Dropout vectors zx and zh on four gates: “input modulation”,
“input”, “forget”, and “output” as follows:

gi
ii
fi
oi

 =



Wg

Wi

Wf

Wo

 • [ x′i � zx
hi−1 � zh

]
+


bg

bi

bf

bo




ci = φ(gi)� σ(ii) + ci−1 � σ(fi)

hi = σ(oi)� φ (ci) ,

(4)

We assume that t is one of {g, i, f, o}. Then, θ = {E,Wt},
where E is word embedding, and the Dropout rate r are the
parameters of the variational LSTM.

3) Draft Labels and Uncertainty Estimation: Assuming that
we have completed the training and obtained the optimized
approximated posterior q∗θ(W) (the optimizing method is
shown in § III-D), at inference time, we can predict an output
for a new input point by performing Monte Carlo integration
in Eq.2 as follows:

pi ≈
1

M

M∑
j=1

Softmax(hi|Wj) (5)

with M sampled masked model weights Wj ∼ q∗θ(W),
where q∗θ(W) is the Dropout distribution. In order to fairly
compare with the standard LSTM, we repeat the same input
M times to form a batch. Since the computation can be done
in parallel with GPUs, M samples are concurrently processed
in a forward pass, leading to a constant running time that is
identical to that of standard Dropout [39] (see Table V).

Similar to classic sequence labeling models, the model
applies l∗i = argmax(pi) to obtain the draft label. Then the

uncertainty of this probability vector pi can be summarized
using the entropy of the probability vector:

ui = H(pi) = −
K∑
k=1

pk log pk. (6)

In this way, we can obtain the draft labels L∗ =
{l∗1, l∗2, . . . , l∗n} coupled with the corresponding model uncer-
tainties U = {u1, u2, . . . , un} for each input sentence. We find
when the model uncertainty ui is larger than some threshold
value Γ, then the draft label l∗i has a high probability of being
wrong. Hence, we utilize a novel two-stream self-attention
model to refine those uncertain labels using long-term label
dependencies and word-label interactions.

B. Sentence-Level Label Refinement

Given the draft labels and corresponding model uncer-
tainties, we seek the help of label dependencies and word-
label interactions to refine the uncertain labels. In order to
refine the draft labels in parallel, we use the Transformer
[54] incorporating relative position encoding [55] to model
the words and draft labels.

In the standard Transformer, the attention score incorpo-
rating absolute position encoding between query qi and key
vector kj can be decomposed as

Aabs
i,j = E>i W

>
q WkEj + E>i W

>
q WkUj

+ U>i W
>
q WkEj + U>i W

>
q WkUj ,

(7)

where U ∈ RLmax×d provides a set of positional encodings.
The ith row Ui corresponds to the ith absolute position and
Lmax prescribes the maximum possible length to be modeled.

The relative position between labels is very important for
modeling the label dependencies. Inspired by [55], we modify
the Eq.7 using the relative position encoding to model words
and corresponding labels simultaneously, but offer a different
derivation, arriving at a new form of two-stream relative
positional encodings. We not only provide a word-to-word
interactions but also provide a word-to-label interactions cor-
respondence to its counterpart. The relative position encodings
are reparameterized as follows:

Ax2x
i,j = E>i W

>
qxWkxEj + E>i W

>
qxWkRRi−j

+ u>xWkxExj + v>xWkRRi−j

Ax2l
i,m = E>i W

>
qlWkllm + E>i W

>
qlWkRRi−m

+ u>l Wkllm + v>l WkRRi−m,

(8)

where Ax2x
i,j and Ax2l

i,m denotes the attention from the ith word
(xi) to the jth word (xj) and the ith word (xi) to the mth label
(l∗m), respectively. Ri−j is the encoding of relative distance
between position i and j, and R is the sinusoid matrix like
[55]. ϕ = {W, u, and v} are learnable parameters. Wk,
Wq are the weight matrices of key vector and query vector
of attention, respectively. u is a trainable parameter to replace
U>i Wq in the third term U>i W

>
q WkEj of Eq.7. In this case,

since the query vector is the same for all query positions, it
suggests that the attentive bias towards different words should
remain the same regardless of the query position. For the same

Authorized licensed use limited to: FUDAN UNIVERSITY. Downloaded on January 03,2022 at 08:22:24 UTC from IEEE Xplore.  Restrictions apply. 



2329-9290 (c) 2021 IEEE. Personal use is permitted, but republication/redistribution requires IEEE permission. See http://www.ieee.org/publications_standards/publications/rights/index.html for more information.

This article has been accepted for publication in a future issue of this journal, but has not been fully edited. Content may change prior to final publication. Citation information: DOI 10.1109/TASLP.2021.3138680, IEEE/ACM
Transactions on Audio, Speech, and Language Processing

IEEE/ACM TRANSACTIONS ON AUDIO, SPEECH AND LANGUAGE PROCESSING, VOL. 14, NO. 8, AUGUST 2015 6

reason, v is added to substitute U>i Wq in the fourth term
U>i W

>
q WkUj of Eq.7.

Equipping the Transformer with our proposed relative po-
sitional encoding, we finally arrive at the two-stream self-
attention architecture. We summarize the computational pro-
cedure for one layer with a single attention head here:

Vx = ExWx,ax = Softmax(Ax2x)Vx,Ex = {x1, . . . ,xn}
Vl = LWl,al = Softmax(Ax2l)Vl,L = {l1, . . . , ln}
Hx = FeedForward(LayerNorm(Linear(ax) + Ex))

Hl = FeedForward(LayerNorm(Linear(al) + L)).
(9)

where Hx and Hl denote the hidden representation of se-
quences and labels, respectively. L is the label embedding of
the sequence.

C. Document-Level Label Refinement

Our method can be easily extended to further model
document-level label consistency. The architecture of
document-level UANet is shown in Figure 4. To model
document-level label consistency, we introduce a key-value
memory network [23] to simultaneously record the context
representations (key) and corresponding label embeddings
(value) for each word. Specifically, we create a document-
level memory matrix M = {mw1 , . . . ,mwm}, in which the
same words under different context would occupy many
different slots and form a quired subset mwi

. The memory
slots in one subset mwi

are defined as pairs of vectors
(ki;1, vi;1), . . . , (ki;m, vi;m). In every single slot j, the key
represents a certain hidden state vector hi;j , and the value is
the corresponding label embedding li;j .

1) Store into Memory: We process every sentence of a
document in parallel at the first stage. Then, we store the
predicted label embedding li;j and the hidden vector hi;j of
every word wi in a document into memory. Thus, every slot
contains all the occurrence context and label information of a
word in a document. The entire slot will be used as document-
level information of a word at the second stage.

2) Read from Memory: At the second stage, the draft
predictions are refined based on the explicit co-occurrence
relationship derived from the key-value memory network.

With the constructed memory matrix, a key addressing and
value reading mechanism is designed to access the document-
level context representations and label consistencies. During
addressing, each slot of the corresponding subset is assigned
a relevance probability by comparing the word to each key:

phi;j
= softmax(x>i Whhi;j), (10)

where Wh is a dw × dh matrix. We hope that the model
can refer to the semantics and corresponding labels of other
sentences in the document when predicting the label of a word.
Hence, in the reading step, the keys and values of the memory
are read by taking their weighted sum using the addressing
probabilities, and the document-level representations and label
embeddings are returned:

hi =
∑
j

phi;j
hi;j ; li =

∑
j

phi;j
li;j . (11)

3) Two-Stream Self-Attention: We further use the two-
stream self-attention incorporating relative position encoding
to model document-level dependencies in parallel. We propose
to reparameterize the relative position encoding as follows:

Ah2h
i,j = h>i W

>
qhWkhhj + h>i W

>
qhWkRRi−j

+ u>hWkhhj + v>hWkRRi−j

Ah2l
i,m = h>i W

>
qlWkllm + h>i W

>
qlWkRRi−m

+ u>l Wkllm + v>l WkRRi−m,

(12)

where Ah2h
i,j and Ah2l

i,m denotes the attention from hi to hj
and hi to lm, respectively. Ri−j is the encoding of the relative
distance between position i and j, and R is a sinusoid matrix.
ϕ = {W, u, and v} are learnable parameters.

Similar to Eq.9, We summarize the computational procedure
for one layer with a single attention head as follows:

Vh = HWh,ah = Softmax(Ah2h)Vh,H = {h1, . . . ,hn}
Vl = LWl,al = Softmax(Ah2l)Vl,L = {l1, . . . , ln}
Hx = FeedForward(LayerNorm(Linear(ah) + H))

Hl = FeedForward(LayerNorm(Linear(al) + L)).
(13)

D. Training and Decoding

There are two networks to be optimized: one is variational
LSTM for draft labels and uncertainty estimation, the other
is two-stream self-attention model for label refinement. The
two models are optimized jointly: Ltotal = L1(θ, r) +L2(ϕ).
θ = {E,Wt}, where E is the word embedding, and Wt is
the parameter of LSTM. r is the Drop rate. ϕ = {W, u, and
v}, where W are the weight matrices of attention vectors and
u, v are trainable parameters in Eq.8.

The variational LSTM performs approximate variational
inference. We use a simple Bernoulli distribution (Dropout)
q∗θ(W) in a tractable family to minimize the KL divergence to
the true model posterior p(W|D). The minimization objective
is given by [56]:

L1(θ, r) = − 1

N

N∑
i=1

log p(yi|Wj) +
1− r
2N

‖ θ ‖2, (14)

where N is the number of data points, p(yi|Wj) is the
marginal probability of p(y∗|Wj ,x

∗), L1(θ, r) is the lower
bound of the log likelihood of p(W|D), and r is the Dropout
probability to sample Wj ∼ q∗θ(W).

For the two-stream self-attention model, we use the con-
catenation of Hx and Hl for the final prediction ŷi =
f(Hx,Hl|Ex,L), where f(·) is a linear transformation layer.
In particular, we can optimize the model using cross entropy
loss as:

L2(ϕ) = −
N∑
i=1

yi log ŷi, (15)

where yi is the one-hot vector of the label corresponding to
wi. When training is complete, we can obtain the draft labels
Y ∗ = {y∗1 , y∗2 , . . . , y∗n} and corresponding uncertainties U =
{u1, u2, . . . , un} from variational LSTM, and refined labels
Ŷ = {ŷ1, ŷ2, . . . , ŷn} from two-stream self-attention model.
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x4
<latexit sha1_base64="yNPJ8DJPx382nMgnAdRMPEl0dLg=">AAACz3icjVHLSsNAFD2Nr1pfVZdugkVwVZJaUFwV3LhswT6gLSVJp21oXiQTtZSKW3/Arf6V+Af6F94Zp6AW0QlJzpx7z5m599qR5ybcMF4z2tLyyupadj23sbm1vZPf3WskYRo7rO6EXhi3bCthnhuwOne5x1pRzCzf9ljTHl+IePOaxYkbBld8ErGubw0Dd+A6Fieq0/EtPrIH09tZr9zLF4yiIZe+CEwFClCrGuZf0EEfIRyk8MEQgBP2YCGhpw0TBiLiupgSFxNyZZxhhhxpU8pilGERO6bvkHZtxQa0F56JVDt0ikdvTEodR6QJKS8mLE7TZTyVzoL9zXsqPcXdJvS3lZdPLMeI2L9088z/6kQtHAOcyRpcqimSjKjOUS6p7Iq4uf6lKk4OEXEC9ykeE3akct5nXWoSWbvorSXjbzJTsGLvqNwU7+KWNGDz5zgXQaNUNE+KpVq5UDlXo87iAIc4pnmeooJLVFEn7wiPeMKzVtNutDvt/jNVyyjNPr4t7eEDeNKUQA==</latexit>

Trading

E-ORGO O S-ORG

0.8

Input

Variational 
LSTM

Draft
Labels

Uncertainty 0.8 0.1

LSTM

0.6
h1;1

<latexit sha1_base64="tAbdREVEsSRmKnGaXg3R367XhEs=">AAAC1XicjVHLSsNAFD2Nr1pfUZdugkVwVZJaUHBTcOOygn1AW0qSTtvQvEgmhRKyE7f+gFv9JfEP9C+8M6agFtEJSc6ce8+ZufdaoevEXNdfC8rK6tr6RnGztLW9s7un7h+04iCJbNa0AzeIOpYZM9fxWZM73GWdMGKmZ7msbU2vRLw9Y1HsBP4tn4es75lj3xk5tsmJGqhqzzP5xBqlk2yQGpdGNlDLekWXS1sGRg7KyFcjUF/QwxABbCTwwOCDE3ZhIqanCwM6QuL6SImLCDkyzpChRNqEshhlmMRO6TumXTdnfdoLz1iqbTrFpTcipYYT0gSUFxEWp2kynkhnwf7mnUpPcbc5/a3cyyOWY0LsX7pF5n91ohaOES5kDQ7VFEpGVGfnLonsiri59qUqTg4hcQIPKR4RtqVy0WdNamJZu+itKeNvMlOwYm/nuQnexS1pwMbPcS6DVrVinFWqN7VyvZaPuogjHOOU5nmOOq7RQJO8Z3jEE56VtpIpd8r9Z6pSyDWH+LaUhw/WppXk</latexit>

h1;2
<latexit sha1_base64="14zAN/JmwX2iNRaGc86SABSmzAw=">AAAC1XicjVHLSsNAFD2Nr1pfUZdugkVwVZJaUHBTcOOygn1AW0qSTtvQvEgmhRKyE7f+gFv9JfEP9C+8M6agFtEJSc6ce8+ZufdaoevEXNdfC8rK6tr6RnGztLW9s7un7h+04iCJbNa0AzeIOpYZM9fxWZM73GWdMGKmZ7msbU2vRLw9Y1HsBP4tn4es75lj3xk5tsmJGqhqzzP5xBqlk2yQGpfVbKCW9Youl7YMjByUka9GoL6ghyEC2EjggcEHJ+zCRExPFwZ0hMT1kRIXEXJknCFDibQJZTHKMImd0ndMu27O+rQXnrFU23SKS29ESg0npAkoLyIsTtNkPJHOgv3NO5We4m5z+lu5l0csx4TYv3SLzP/qRC0cI1zIGhyqKZSMqM7OXRLZFXFz7UtVnBxC4gQeUjwibEvlos+a1MSydtFbU8bfZKZgxd7OcxO8i1vSgI2f41wGrWrFOKtUb2rlei0fdRFHOMYpzfMcdVyjgSZ5z/CIJzwrbSVT7pT7z1SlkGsO8W0pDx/ZB5Xl</latexit>

h2;1
<latexit sha1_base64="qfQxPxCO1E1FJmOh0hr26Yw4n+s=">AAAC1XicjVHLSsNAFD2Nr1pfUZdugkVwVZJaUHBTcOOygn1AW0qSTtvQvEgmhRKyE7f+gFv9JfEP9C+8M6agFtEJSc6ce8+ZufdaoevEXNdfC8rK6tr6RnGztLW9s7un7h+04iCJbNa0AzeIOpYZM9fxWZM73GWdMGKmZ7msbU2vRLw9Y1HsBP4tn4es75lj3xk5tsmJGqhqzzP5xBqlk2yQVi+NbKCW9Youl7YMjByUka9GoL6ghyEC2EjggcEHJ+zCRExPFwZ0hMT1kRIXEXJknCFDibQJZTHKMImd0ndMu27O+rQXnrFU23SKS29ESg0npAkoLyIsTtNkPJHOgv3NO5We4m5z+lu5l0csx4TYv3SLzP/qRC0cI1zIGhyqKZSMqM7OXRLZFXFz7UtVnBxC4gQeUjwibEvlos+a1MSydtFbU8bfZKZgxd7OcxO8i1vSgI2f41wGrWrFOKtUb2rlei0fdRFHOMYpzfMcdVyjgSZ5z/CIJzwrbSVT7pT7z1SlkGsO8W0pDx/ZCZXl</latexit>

h2;2
<latexit sha1_base64="PMg37MgGPbkABkB1v1D/z8cygec=">AAAC1XicjVHLSsNAFD2Nr1pfUZdugkVwVZJaUHBTcOOygn1AW0qSTtvQvEgmhRKyE7f+gFv9JfEP9C+8M6agFtEJSc6ce8+ZufdaoevEXNdfC8rK6tr6RnGztLW9s7un7h+04iCJbNa0AzeIOpYZM9fxWZM73GWdMGKmZ7msbU2vRLw9Y1HsBP4tn4es75lj3xk5tsmJGqhqzzP5xBqlk2yQVi+r2UAt6xVdLm0ZGDkoI1+NQH1BD0MEsJHAA4MPTtiFiZieLgzoCInrIyUuIuTIOEOGEmkTymKUYRI7pe+Ydt2c9WkvPGOptukUl96IlBpOSBNQXkRYnKbJeCKdBfubdyo9xd3m9LdyL49Yjgmxf+kWmf/ViVo4RriQNThUUygZUZ2duySyK+Lm2peqODmExAk8pHhE2JbKRZ81qYll7aK3poy/yUzBir2d5yZ4F7ekARs/x7kMWtWKcVap3tTK9Vo+6iKOcIxTmuc56rhGA03ynuERT3hW2kqm3Cn3n6lKIdcc4ttSHj4A22qV5g==</latexit>

h3;2
<latexit sha1_base64="eIjYBJn+LBNxnM7bvty9b31lOSA=">AAAC1XicjVHLSsNAFD2Nr1pfUZdugkVwVZJaUHBTcOOygn1AW0qSTtvQvEgmhRKyE7f+gFv9JfEP9C+8M6agFtEJSc6ce8+ZufdaoevEXNdfC8rK6tr6RnGztLW9s7un7h+04iCJbNa0AzeIOpYZM9fxWZM73GWdMGKmZ7msbU2vRLw9Y1HsBP4tn4es75lj3xk5tsmJGqhqzzP5xBqlk2yQnl1Ws4Fa1iu6XNoyMHJQRr4agfqCHoYIYCOBBwYfnLALEzE9XRjQERLXR0pcRMiRcYYMJdImlMUowyR2St8x7bo569NeeMZSbdMpLr0RKTWckCagvIiwOE2T8UQ6C/Y371R6irvN6W/lXh6xHBNi/9ItMv+rE7VwjHAha3CoplAyojo7d0lkV8TNtS9VcXIIiRN4SPGIsC2Viz5rUhPL2kVvTRl/k5mCFXs7z03wLm5JAzZ+jnMZtKoV46xSvamV67V81EUc4RinNM9z1HGNBprkPcMjnvCstJVMuVPuP1OVQq45xLelPHwA3c2V5w==</latexit>

h3;1
<latexit sha1_base64="ZZnea9DpxlzIhFjdFdtLFjUSCrg=">AAAC1XicjVHLSsNAFD2Nr1pfUZdugkVwVZJaUHBTcOOygn1AW0qSTtvQvEgmhRKyE7f+gFv9JfEP9C+8M6agFtEJSc6ce8+ZufdaoevEXNdfC8rK6tr6RnGztLW9s7un7h+04iCJbNa0AzeIOpYZM9fxWZM73GWdMGKmZ7msbU2vRLw9Y1HsBP4tn4es75lj3xk5tsmJGqhqzzP5xBqlk2yQnl0a2UAt6xVdLm0ZGDkoI1+NQH1BD0MEsJHAA4MPTtiFiZieLgzoCInrIyUuIuTIOEOGEmkTymKUYRI7pe+Ydt2c9WkvPGOptukUl96IlBpOSBNQXkRYnKbJeCKdBfubdyo9xd3m9LdyL49Yjgmxf+kWmf/ViVo4RriQNThUUygZUZ2duySyK+Lm2peqODmExAk8pHhE2JbKRZ81qYll7aK3poy/yUzBir2d5yZ4F7ekARs/x7kMWtWKcVap3tTK9Vo+6iKOcIxTmuc56rhGA03ynuERT3hW2kqm3Cn3n6lKIdcc4ttSHj4A22yV5g==</latexit>

h3;3
<latexit sha1_base64="30UZL3AYO7QrW8XExbUbaqqN7GY=">AAAC1XicjVHLSsNAFD2Nr1pfUZdugkVwVRJbUHBTcOOygn1AW0qSTtvQvEgmhRKyE7f+gFv9JfEP9C+8M6agFtEJSc6ce8+ZufdaoevEXNdfC8rK6tr6RnGztLW9s7un7h+04iCJbNa0AzeIOpYZM9fxWZM73GWdMGKmZ7msbU2vRLw9Y1HsBP4tn4es75lj3xk5tsmJGqhqzzP5xBqlk2yQVi+r2UAt6xVdLm0ZGDkoI1+NQH1BD0MEsJHAA4MPTtiFiZieLgzoCInrIyUuIuTIOEOGEmkTymKUYRI7pe+Ydt2c9WkvPGOptukUl96IlBpOSBNQXkRYnKbJeCKdBfubdyo9xd3m9LdyL49Yjgmxf+kWmf/ViVo4RriQNThUUygZUZ2duySyK+Lm2peqODmExAk8pHhE2JbKRZ81qYll7aK3poy/yUzBir2d5yZ4F7ekARs/x7kMWmcVo1o5u6mV67V81EUc4RinNM9z1HGNBprkPcMjnvCstJVMuVPuP1OVQq45xLelPHwA4C6V6A==</latexit>

l3;3
<latexit sha1_base64="X7MhukojLd2ugZ/W4cejsZjnx+g=">AAAC1XicjVHLSsNAFD2Nr1pfUZdugkVwVRJbUHBTcOOygn1AW0qSTtvQvEgmhRKyE7f+gFv9JfEP9C+8M6agFtEJSc6ce8+ZufdaoevEXNdfC8rK6tr6RnGztLW9s7un7h+04iCJbNa0AzeIOpYZM9fxWZM73GWdMGKmZ7msbU2vRLw9Y1HsBP4tn4es75lj3xk5tsmJGqhqzzP5xBqlbjZIq5fVbKCW9Youl7YMjByUka9GoL6ghyEC2EjggcEHJ+zCRExPFwZ0hMT1kRIXEXJknCFDibQJZTHKMImd0ndMu27O+rQXnrFU23SKS29ESg0npAkoLyIsTtNkPJHOgv3NO5We4m5z+lu5l0csx4TYv3SLzP/qRC0cI1zIGhyqKZSMqM7OXRLZFXFz7UtVnBxC4gQeUjwibEvlos+a1MSydtFbU8bfZKZgxd7OcxO8i1vSgI2f41wGrbOKUa2c3dTK9Vo+6iKOcIxTmuc56rhGA03ynuERT3hW2kqm3Cn3n6lKIdcc4ttSHj4A6cqV7A==</latexit>

l3;2
<latexit sha1_base64="mX0XXK683cWlOJQUpu44JiJq2TQ=">AAAC1XicjVHLSsNAFD2Nr1pfUZdugkVwVZJaUHBTcOOygn1AW0qSTtvQvEgmhRKyE7f+gFv9JfEP9C+8M6agFtEJSc6ce8+ZufdaoevEXNdfC8rK6tr6RnGztLW9s7un7h+04iCJbNa0AzeIOpYZM9fxWZM73GWdMGKmZ7msbU2vRLw9Y1HsBP4tn4es75lj3xk5tsmJGqhqzzP5xBqlbjZIzy6r2UAt6xVdLm0ZGDkoI1+NQH1BD0MEsJHAA4MPTtiFiZieLgzoCInrIyUuIuTIOEOGEmkTymKUYRI7pe+Ydt2c9WkvPGOptukUl96IlBpOSBNQXkRYnKbJeCKdBfubdyo9xd3m9LdyL49Yjgmxf+kWmf/ViVo4RriQNThUUygZUZ2duySyK+Lm2peqODmExAk8pHhE2JbKRZ81qYll7aK3poy/yUzBir2d5yZ4F7ekARs/x7kMWtWKcVap3tTK9Vo+6iKOcIxTmuc56rhGA03ynuERT3hW2kqm3Cn3n6lKIdcc4ttSHj4A52mV6w==</latexit>

l3;1
<latexit sha1_base64="fT2GV0Mg4cCOV7ybC+MJUJD978w=">AAAC1XicjVHLSsNAFD2Nr1pfUZdugkVwVZJaUHBTcOOygn1AW0qSTtvQvEgmhRKyE7f+gFv9JfEP9C+8M6agFtEJSc6ce8+ZufdaoevEXNdfC8rK6tr6RnGztLW9s7un7h+04iCJbNa0AzeIOpYZM9fxWZM73GWdMGKmZ7msbU2vRLw9Y1HsBP4tn4es75lj3xk5tsmJGqhqzzP5xBqlbjZIzy6NbKCW9Youl7YMjByUka9GoL6ghyEC2EjggcEHJ+zCRExPFwZ0hMT1kRIXEXJknCFDibQJZTHKMImd0ndMu27O+rQXnrFU23SKS29ESg0npAkoLyIsTtNkPJHOgv3NO5We4m5z+lu5l0csx4TYv3SLzP/qRC0cI1zIGhyqKZSMqM7OXRLZFXFz7UtVnBxC4gQeUjwibEvlos+a1MSydtFbU8bfZKZgxd7OcxO8i1vSgI2f41wGrWrFOKtUb2rlei0fdRFHOMYpzfMcdVyjgSZ5z/CIJzwrbSVT7pT7z1SlkGsO8W0pDx/lCJXq</latexit>

l1;1
<latexit sha1_base64="sFP8fCg3CVoO6tjAUoOtkZi/oT0=">AAAC1XicjVHLSsNAFD2Nr1pfUZdugkVwVZJaUHBTcOOygn1AW0qSTtvQvEgmhRKyE7f+gFv9JfEP9C+8M6agFtEJSc6ce8+ZufdaoevEXNdfC8rK6tr6RnGztLW9s7un7h+04iCJbNa0AzeIOpYZM9fxWZM73GWdMGKmZ7msbU2vRLw9Y1HsBP4tn4es75lj3xk5tsmJGqhqzzP5xBqlbjZIjUsjG6hlvaLLpS0DIwdl5KsRqC/oYYgANhJ4YPDBCbswEdPThQEdIXF9pMRFhBwZZ8hQIm1CWYwyTGKn9B3TrpuzPu2FZyzVNp3i0huRUsMJaQLKiwiL0zQZT6SzYH/zTqWnuNuc/lbu5RHLMSH2L90i8786UQvHCBeyBodqCiUjqrNzl0R2Rdxc+1IVJ4eQOIGHFI8I21K56LMmNbGsXfTWlPE3mSlYsbfz3ATv4pY0YOPnOJdBq1oxzirVm1q5XstHXcQRjnFK8zxHHddooEneMzziCc9KW8mUO+X+M1Up5JpDfFvKwwfgQpXo</latexit>

l2;1
<latexit sha1_base64="/GrKLlXsbcO9BbmWwHQru8jiPng=">AAAC1XicjVHLSsNAFD2Nr1pfUZdugkVwVZJaUHBTcOOygn1AW0qSTtvQvEgmhRKyE7f+gFv9JfEP9C+8M6agFtEJSc6ce8+ZufdaoevEXNdfC8rK6tr6RnGztLW9s7un7h+04iCJbNa0AzeIOpYZM9fxWZM73GWdMGKmZ7msbU2vRLw9Y1HsBP4tn4es75lj3xk5tsmJGqhqzzP5xBqlbjZIq5dGNlDLekWXS1sGRg7KyFcjUF/QwxABbCTwwOCDE3ZhIqanCwM6QuL6SImLCDkyzpChRNqEshhlmMRO6TumXTdnfdoLz1iqbTrFpTcipYYT0gSUFxEWp2kynkhnwf7mnUpPcbc5/a3cyyOWY0LsX7pF5n91ohaOES5kDQ7VFEpGVGfnLonsiri59qUqTg4hcQIPKR4RtqVy0WdNamJZu+itKeNvMlOwYm/nuQnexS1pwMbPcS6DVrVinFWqN7VyvZaPuogjHOOU5nmOOq7RQJO8Z3jEE56VtpIpd8r9Z6pSyDWH+LaUhw/ipZXp</latexit>

l2;2
<latexit sha1_base64="nB6n+QZFsV8UqrXe20+Z3NpkKDg=">AAAC1XicjVHLSsNAFD2Nr1pfUZdugkVwVZJaUHBTcOOygn1AW0qSTtvQvEgmhRKyE7f+gFv9JfEP9C+8M6agFtEJSc6ce8+ZufdaoevEXNdfC8rK6tr6RnGztLW9s7un7h+04iCJbNa0AzeIOpYZM9fxWZM73GWdMGKmZ7msbU2vRLw9Y1HsBP4tn4es75lj3xk5tsmJGqhqzzP5xBqlbjZIq5fVbKCW9Youl7YMjByUka9GoL6ghyEC2EjggcEHJ+zCRExPFwZ0hMT1kRIXEXJknCFDibQJZTHKMImd0ndMu27O+rQXnrFU23SKS29ESg0npAkoLyIsTtNkPJHOgv3NO5We4m5z+lu5l0csx4TYv3SLzP/qRC0cI1zIGhyqKZSMqM7OXRLZFXFz7UtVnBxC4gQeUjwibEvlos+a1MSydtFbU8bfZKZgxd7OcxO8i1vSgI2f41wGrWrFOKtUb2rlei0fdRFHOMYpzfMcdVyjgSZ5z/CIJzwrbSVT7pT7z1SlkGsO8W0pDx/lBpXq</latexit>

l1;2
<latexit sha1_base64="XK658PoAExAXzbKApKZdLfl7BV4=">AAAC1XicjVHLSsNAFD2Nr1pfUZdugkVwVZJaUHBTcOOygn1AW0qSTtvQvEgmhRKyE7f+gFv9JfEP9C+8M6agFtEJSc6ce8+ZufdaoevEXNdfC8rK6tr6RnGztLW9s7un7h+04iCJbNa0AzeIOpYZM9fxWZM73GWdMGKmZ7msbU2vRLw9Y1HsBP4tn4es75lj3xk5tsmJGqhqzzP5xBqlbjZIjctqNlDLekWXS1sGRg7KyFcjUF/QwxABbCTwwOCDE3ZhIqanCwM6QuL6SImLCDkyzpChRNqEshhlmMRO6TumXTdnfdoLz1iqbTrFpTcipYYT0gSUFxEWp2kynkhnwf7mnUpPcbc5/a3cyyOWY0LsX7pF5n91ohaOES5kDQ7VFEpGVGfnLonsiri59qUqTg4hcQIPKR4RtqVy0WdNamJZu+itKeNvMlOwYm/nuQnexS1pwMbPcS6DVrVinFWqN7VyvZaPuogjHOOU5nmOOq7RQJO8Z3jEE56VtpIpd8r9Z6pSyDWH+LaUhw/io5Xp</latexit>

...

Uncertainty Threshold: 0.5
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Content Stream
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Q
<latexit sha1_base64="zaMW0sPM4yp/FcwAoa5fKSVEg1c=">AAACzXicjVHLSsNAFD2Nr1pfVZdugkVwVdIqKK4KbtzZgn1gWyRJp+3QvEgmQql16w+41d8S/0D/wjvjFNQiOiHJmXPvOTP3XifyeCIs6zVjLCwuLa9kV3Nr6xubW/ntnUYSprHL6m7ohXHLsRPm8YDVBRcea0Uxs33HY01ndC7jzVsWJzwMrsQ4Yl3fHgS8z11bEHXd8W0xdPqT2vQmX7CKllrmPChpUIBe1TD/gg56COEihQ+GAIKwBxsJPW2UYCEirosJcTEhruIMU+RIm1IWowyb2BF9B7RrazagvfRMlNqlUzx6Y1KaOCBNSHkxYXmaqeKpcpbsb94T5SnvNqa/o718YgWGxP6lm2X+VydrEejjVNXAqaZIMbI6V7ukqivy5uaXqgQ5RMRJ3KN4TNhVylmfTaVJVO2yt7aKv6lMycq9q3NTvMtb0oBLP8c5DxrlYumoWK4dFypnetRZ7GEfhzTPE1RwgSrq5B3gEU94Ni6N1Lgz7j9TjYzW7OLbMh4+AGpMk3I=</latexit>

K,V
<latexit sha1_base64="Sv2NajVsQ4XzSgbDcP/1ofaxxR8=">AAACz3icjVHLSsNAFD2Nr1pfVZdugkVwISVVQXFVcCO4acE+oC0ySadtaF4kE6WUilt/wK3+lfgH+hfeGaegFtEJSc6ce8+ZuffakecmwrJeM8bc/MLiUnY5t7K6tr6R39yqJ2EaO7zmhF4YN22WcM8NeE24wuPNKObMtz3esIfnMt644XHihsGVGEW847N+4PZchwmi2m2fiYHdG18e1CfX+YJVtNQyZ0FJgwL0qoT5F7TRRQgHKXxwBBCEPTAk9LRQgoWIuA7GxMWEXBXnmCBH2pSyOGUwYof07dOupdmA9tIzUWqHTvHojUlpYo80IeXFhOVppoqnylmyv3mPlae824j+tvbyiRUYEPuXbpr5X52sRaCHU1WDSzVFipHVOdolVV2RNze/VCXIISJO4i7FY8KOUk77bCpNomqXvWUq/qYyJSv3js5N8S5vSQMu/RznLKgfFktHxcPqcaF8pkedxQ52sU/zPEEZF6igRt4RHvGEZ6Nq3Bp3xv1nqpHRmm18W8bDB+RRlAI=</latexit>

Q
<latexit sha1_base64="zaMW0sPM4yp/FcwAoa5fKSVEg1c=">AAACzXicjVHLSsNAFD2Nr1pfVZdugkVwVdIqKK4KbtzZgn1gWyRJp+3QvEgmQql16w+41d8S/0D/wjvjFNQiOiHJmXPvOTP3XifyeCIs6zVjLCwuLa9kV3Nr6xubW/ntnUYSprHL6m7ohXHLsRPm8YDVBRcea0Uxs33HY01ndC7jzVsWJzwMrsQ4Yl3fHgS8z11bEHXd8W0xdPqT2vQmX7CKllrmPChpUIBe1TD/gg56COEihQ+GAIKwBxsJPW2UYCEirosJcTEhruIMU+RIm1IWowyb2BF9B7RrazagvfRMlNqlUzx6Y1KaOCBNSHkxYXmaqeKpcpbsb94T5SnvNqa/o718YgWGxP6lm2X+VydrEejjVNXAqaZIMbI6V7ukqivy5uaXqgQ5RMRJ3KN4TNhVylmfTaVJVO2yt7aKv6lMycq9q3NTvMtb0oBLP8c5DxrlYumoWK4dFypnetRZ7GEfhzTPE1RwgSrq5B3gEU94Ni6N1Lgz7j9TjYzW7OLbMh4+AGpMk3I=</latexit>

K,V
<latexit sha1_base64="Sv2NajVsQ4XzSgbDcP/1ofaxxR8=">AAACz3icjVHLSsNAFD2Nr1pfVZdugkVwISVVQXFVcCO4acE+oC0ySadtaF4kE6WUilt/wK3+lfgH+hfeGaegFtEJSc6ce8+ZuffakecmwrJeM8bc/MLiUnY5t7K6tr6R39yqJ2EaO7zmhF4YN22WcM8NeE24wuPNKObMtz3esIfnMt644XHihsGVGEW847N+4PZchwmi2m2fiYHdG18e1CfX+YJVtNQyZ0FJgwL0qoT5F7TRRQgHKXxwBBCEPTAk9LRQgoWIuA7GxMWEXBXnmCBH2pSyOGUwYof07dOupdmA9tIzUWqHTvHojUlpYo80IeXFhOVppoqnylmyv3mPlae824j+tvbyiRUYEPuXbpr5X52sRaCHU1WDSzVFipHVOdolVV2RNze/VCXIISJO4i7FY8KOUk77bCpNomqXvWUq/qYyJSv3js5N8S5vSQMu/RznLKgfFktHxcPqcaF8pkedxQ52sU/zPEEZF6igRt4RHvGEZ6Nq3Bp3xv1nqpHRmm18W8bDB+RRlAI=</latexit>

Label Stream 
Attention

l11<latexit sha1_base64="Id17iQ+ClI3sYcyO5WMAuiSDxr0=">AAAC0XicjVHLSsNAFD2Nr1pfVZdugkVwVZIqKK4KblxWtK3Qakmm0zY0LyYToZSCuPUH3OpPiX+gf+GdMQW1iE5Icubce87MvdeNfS+RlvWaM+bmFxaX8suFldW19Y3i5lYjiVLBeJ1FfiSuXCfhvhfyuvSkz69iwZ3A9XnTHZ6qePOWi8SLwks5ivl14PRDr+cxRxJ10w4cOXB7Y3/SsW/sTrFklS29zFlgZ6CEbNWi4gva6CICQ4oAHCEkYR8OEnpasGEhJu4aY+IEIU/HOSYokDalLE4ZDrFD+vZp18rYkPbKM9FqRqf49ApSmtgjTUR5grA6zdTxVDsr9jfvsfZUdxvR3828AmIlBsT+pZtm/lenapHo4VjX4FFNsWZUdSxzSXVX1M3NL1VJcoiJU7hLcUGYaeW0z6bWJLp21VtHx990pmLVnmW5Kd7VLWnA9s9xzoJGpWwflCvnh6XqSTbqPHawi32a5xGqOEMNdfIWeMQTno0LY2TcGfefqUYu02zj2zIePgD+TZTU</latexit> l12<latexit sha1_base64="rSyfzxYLaBqW0tWWWCCCRQbv0PA=">AAAC0XicjVHLSsNAFD2Nr1pfVZdugkVwVZIqKK4KblxWtK3QF0k6rcG8mEyEUgri1h9wqz8l/oH+hXfGKahFdEKSM+fec2buvW4S+KmwrNecMTe/sLiUXy6srK6tbxQ3txppnHGP1b04iPmV66Qs8CNWF74I2FXCmRO6AWu6N6cy3rxlPPXj6FKMEtYJnWHkD3zPEUR126Ejrt3BOJj0Kl27VyxZZUstcxbYGpSgVy0uvqCNPmJ4yBCCIYIgHMBBSk8LNiwkxHUwJo4T8lWcYYICaTPKYpThEHtD3yHtWpqNaC89U6X26JSAXk5KE3ukiSmPE5anmSqeKWfJ/uY9Vp7ybiP6u9orJFbgmti/dNPM/+pkLQIDHKsafKopUYysztMumeqKvLn5pSpBDglxEvcpzgl7Sjnts6k0qapd9tZR8TeVKVm593Ruhnd5Sxqw/XOcs6BRKdsH5cr5Yal6okedxw52sU/zPEIVZ6ihTt4cj3jCs3FhjIw74/4z1chpzTa+LePhAwC+lNU=</latexit> l13<latexit sha1_base64="IladDMFnEUQPAptEAWkkrP0rzjQ=">AAAC0XicjVHLSsNAFD2Nr1pfVZdugkVwVZJWUFwV3LisaB/QF0k6bUPzYjIRSimIW3/Arf6U+Af6F94ZU1CL6IQkZ86958zce+3Ic2NhGK8ZbWl5ZXUtu57b2Nza3snv7tXjMOEOqzmhF/KmbcXMcwNWE67wWDPizPJtjzXs8YWMN24Zj90wuBGTiHV8axi4A9exBFHdtm+JkT2YerNeuWv28gWjaKilLwIzBQWkqxrmX9BGHyEcJPDBEEAQ9mAhpqcFEwYi4jqYEscJuSrOMEOOtAllMcqwiB3Td0i7VsoGtJeesVI7dIpHLyeljiPShJTHCcvTdBVPlLNkf/OeKk95twn97dTLJ1ZgROxfunnmf3WyFoEBzlQNLtUUKUZW56QuieqKvLn+pSpBDhFxEvcpzgk7Sjnvs640sapd9tZS8TeVKVm5d9LcBO/yljRg8+c4F0G9VDTLxdLVSaFyno46iwMc4pjmeYoKLlFFjbw5HvGEZ+1am2h32v1nqpZJNfv4trSHDwMglNY=</latexit> l14<latexit sha1_base64="fAjuh80cFHjyzWsSlx9Sar0kEuQ=">AAAC0XicjVHLSsNAFD2Nr1pfVZdugkVwVZJaUFwV3LisaB/QF0k6bUPzYjIRSimIW3/Arf6U+Af6F94ZU1CL6IQkZ86958zce+3Ic2NhGK8ZbWl5ZXUtu57b2Nza3snv7tXjMOEOqzmhF/KmbcXMcwNWE67wWDPizPJtjzXs8YWMN24Zj90wuBGTiHV8axi4A9exBFHdtm+JkT2YerNeuWv28gWjaKilLwIzBQWkqxrmX9BGHyEcJPDBEEAQ9mAhpqcFEwYi4jqYEscJuSrOMEOOtAllMcqwiB3Td0i7VsoGtJeesVI7dIpHLyeljiPShJTHCcvTdBVPlLNkf/OeKk95twn97dTLJ1ZgROxfunnmf3WyFoEBzlQNLtUUKUZW56QuieqKvLn+pSpBDhFxEvcpzgk7Sjnvs640sapd9tZS8TeVKVm5d9LcBO/yljRg8+c4F0G9VDRPiqWrcqFyno46iwMc4pjmeYoKLlFFjbw5HvGEZ+1am2h32v1nqpZJNfv4trSHDwWClNc=</latexit>h1
1

<latexit sha1_base64="psqfD1fXOl0pGXQQCApcTYiVNTY=">AAAC0XicjVHLSsNAFD2Nr1pfVZdugkVwVRIV1F3BjcuKthX6IkmnbTAvJhOhlIK49Qfc6k+Jf6B/4Z1xCmoRnZDkzLn3nJl7r5sEfios6zVnzM0vLC7llwsrq2vrG8XNrXoaZ9xjNS8OYn7tOikL/IjVhC8Cdp1w5oRuwBruzZmMN24ZT/04uhKjhLVDZxD5fd9zBFGdVuiIodsfDyddu2N3iyWrbKllzgJbgxL0qsbFF7TQQwwPGUIwRBCEAzhI6WnChoWEuDbGxHFCvoozTFAgbUZZjDIcYm/oO6BdU7MR7aVnqtQenRLQy0lpYo80MeVxwvI0U8Uz5SzZ37zHylPebUR/V3uFxAoMif1LN838r07WItDHiarBp5oSxcjqPO2Sqa7Im5tfqhLkkBAncY/inLCnlNM+m0qTqtplbx0Vf1OZkpV7T+dmeJe3pAHbP8c5C+oHZfuwfHBxVKqc6lHnsYNd7NM8j1HBOaqokTfHI57wbFwaI+POuP9MNXJas41vy3j4APRslM8=</latexit>

h1
2

<latexit sha1_base64="V/GSF7Tum/IAF5q31aw6KRTOxPQ=">AAAC0XicjVHLSsNAFD2Nr1pfVZdugkVwVZIqqDvBjcuKthX6IkmnbWheTCZCKYK49Qfc6k+Jf6B/4Z1xCmoRnZDkzLn3nJl7r5sEfios6zVnzM0vLC7llwsrq2vrG8XNrXoaZ9xjNS8OYn7tOikL/IjVhC8Cdp1w5oRuwBru6EzGGzeMp34cXYlxwtqhM4j8vu85gqhOK3TE0O1PhrfdSsfuFktW2VLLnAW2BiXoVY2LL2ihhxgeMoRgiCAIB3CQ0tOEDQsJcW1MiOOEfBVnuEWBtBllMcpwiB3Rd0C7pmYj2kvPVKk9OiWgl5PSxB5pYsrjhOVppopnylmyv3lPlKe825j+rvYKiRUYEvuXbpr5X52sRaCPY1WDTzUlipHVedolU12RNze/VCXIISFO4h7FOWFPKad9NpUmVbXL3joq/qYyJSv3ns7N8C5vSQO2f45zFtQrZfugXLk4LJ2e6FHnsYNd7NM8j3CKc1RRI2+ORzzh2bg0xsadcf+ZauS0ZhvflvHwAfbOlNA=</latexit>

h1
4

<latexit sha1_base64="uVEGQeosU4ZWrBptc4N9DYGVMp8=">AAAC0XicjVHLSsNAFD2Nr1pfVZdugkVwVZJaUHcFNy4r2gf0RZJO29C8mEyEUgri1h9wqz8l/oH+hXfGFNQiOiHJmXPvOTP3Xjvy3FgYxmtGW1peWV3Lruc2Nre2d/K7e/U4TLjDak7ohbxpWzHz3IDVhCs81ow4s3zbYw17fCHjjVvGYzcMbsQkYh3fGgbuwHUsQVS37VtiZA+mo1mv3DV7+YJRNNTSF4GZggLSVQ3zL2ijjxAOEvhgCCAIe7AQ09OCCQMRcR1MieOEXBVnmCFH2oSyGGVYxI7pO6RdK2UD2kvPWKkdOsWjl5NSxxFpQsrjhOVpuoonylmyv3lPlae824T+durlEyswIvYv3TzzvzpZi8AAZ6oGl2qKFCOrc1KXRHVF3lz/UpUgh4g4ifsU54QdpZz3WVeaWNUue2up+JvKlKzcO2lugnd5Sxqw+XOci6BeKponxdJVuVA5T0edxQEOcUzzPEUFl6iiRt4cj3jCs3atTbQ77f4zVcukmn18W9rDB/uSlNI=</latexit>

h1
3

<latexit sha1_base64="6jH5m5e57vi/TDxWYiFWfdtL33c=">AAAC0XicjVHLSsNAFD2Nr1pfVZdugkVwVZJWUHcFNy4r2gf0RZJO29C8mEyEUgri1h9wqz8l/oH+hXfGFNQiOiHJmXPvOTP3Xjvy3FgYxmtGW1peWV3Lruc2Nre2d/K7e/U4TLjDak7ohbxpWzHz3IDVhCs81ow4s3zbYw17fCHjjVvGYzcMbsQkYh3fGgbuwHUsQVS37VtiZA+mo1mv3DV7+YJRNNTSF4GZggLSVQ3zL2ijjxAOEvhgCCAIe7AQ09OCCQMRcR1MieOEXBVnmCFH2oSyGGVYxI7pO6RdK2UD2kvPWKkdOsWjl5NSxxFpQsrjhOVpuoonylmyv3lPlae824T+durlEyswIvYv3TzzvzpZi8AAZ6oGl2qKFCOrc1KXRHVF3lz/UpUgh4g4ifsU54QdpZz3WVeaWNUue2up+JvKlKzcO2lugnd5Sxqw+XOci6BeKprlYunqpFA5T0edxQEOcUzzPEUFl6iiRt4cj3jCs3atTbQ77f4zVcukmn18W9rDB/kwlNE=</latexit>

l24<latexit sha1_base64="WFvphSPRk1G0TQT8SQxs6unGRZo=">AAAC0XicjVHLSsNAFD2Nr1pfVZdugkVwVZJaUFwV3LisaB/QF0k6bUPzYjIRSimIW3/Arf6U+Af6F94ZU1CL6IQkZ86958zce+3Ic2NhGK8ZbWl5ZXUtu57b2Nza3snv7tXjMOEOqzmhF/KmbcXMcwNWE67wWDPizPJtjzXs8YWMN24Zj90wuBGTiHV8axi4A9exBFHdtm+JkT2YerNeuVvq5QtG0VBLXwRmCgpIVzXMv6CNPkI4SOCDIYAg7MFCTE8LJgxExHUwJY4TclWcYYYcaRPKYpRhETum75B2rZQNaC89Y6V26BSPXk5KHUekCSmPE5an6SqeKGfJ/uY9VZ7ybhP626mXT6zAiNi/dPPM/+pkLQIDnKkaXKopUoyszkldEtUVeXP9S1WCHCLiJO5TnBN2lHLeZ11pYlW77K2l4m8qU7Jy76S5Cd7lLWnA5s9xLoJ6qWieFEtX5ULlPB11Fgc4xDHN8xQVXKKKGnlzPOIJz9q1NtHutPvPVC2TavbxbWkPHwfilNg=</latexit>h2
4

<latexit sha1_base64="BGccNmX5SHOeA29WRPayXsV4vMY=">AAAC0XicjVHLSsNAFD2Nr1pfVZdugkVwVZJaUHcFNy4r2gf0RZJO29C8mEyEUgri1h9wqz8l/oH+hXfGFNQiOiHJmXPvOTP3Xjvy3FgYxmtGW1peWV3Lruc2Nre2d/K7e/U4TLjDak7ohbxpWzHz3IDVhCs81ow4s3zbYw17fCHjjVvGYzcMbsQkYh3fGgbuwHUsQVS37VtiZA+mo1mv3C318gWjaKilLwIzBQWkqxrmX9BGHyEcJPDBEEAQ9mAhpqcFEwYi4jqYEscJuSrOMEOOtAllMcqwiB3Td0i7VsoGtJeesVI7dIpHLyeljiPShJTHCcvTdBVPlLNkf/OeKk95twn97dTLJ1ZgROxfunnmf3WyFoEBzlQNLtUUKUZW56QuieqKvLn+pSpBDhFxEvcpzgk7Sjnvs640sapd9tZS8TeVKVm5d9LcBO/yljRg8+c4F0G9VDRPiqWrcqFyno46iwMc4pjmeYoKLlFFjbw5HvGEZ+1am2h32v1nqpZJNfv4trSHD/3ylNM=</latexit>

l23<latexit sha1_base64="58xDSbQ32JrmR17+hceZrJ6VFUY=">AAAC0XicjVHLSsNAFD2Nr1pfVZdugkVwVZJWUFwV3LisaB/QF0k6bUPzYjIRSimIW3/Arf6U+Af6F94ZU1CL6IQkZ86958zce+3Ic2NhGK8ZbWl5ZXUtu57b2Nza3snv7tXjMOEOqzmhF/KmbcXMcwNWE67wWDPizPJtjzXs8YWMN24Zj90wuBGTiHV8axi4A9exBFHdtm+JkT2YerNeuVvq5QtG0VBLXwRmCgpIVzXMv6CNPkI4SOCDIYAg7MFCTE8LJgxExHUwJY4TclWcYYYcaRPKYpRhETum75B2rZQNaC89Y6V26BSPXk5KHUekCSmPE5an6SqeKGfJ/uY9VZ7ybhP626mXT6zAiNi/dPPM/+pkLQIDnKkaXKopUoyszkldEtUVeXP9S1WCHCLiJO5TnBN2lHLeZ11pYlW77K2l4m8qU7Jy76S5Cd7lLWnA5s9xLoJ6qWiWi6Wrk0LlPB11Fgc4xDHN8xQVXKKKGnlzPOIJz9q1NtHutPvPVC2TavbxbWkPHwWAlNc=</latexit>h2
3

<latexit sha1_base64="ch2PoBX95AHFAzx4KVBFPz37d+c=">AAAC0XicjVHLSsNAFD2Nr1pfVZdugkVwVZJWUHcFNy4r2gf0RZJO29C8mEyEUgri1h9wqz8l/oH+hXfGFNQiOiHJmXPvOTP3Xjvy3FgYxmtGW1peWV3Lruc2Nre2d/K7e/U4TLjDak7ohbxpWzHz3IDVhCs81ow4s3zbYw17fCHjjVvGYzcMbsQkYh3fGgbuwHUsQVS37VtiZA+mo1mv3C318gWjaKilLwIzBQWkqxrmX9BGHyEcJPDBEEAQ9mAhpqcFEwYi4jqYEscJuSrOMEOOtAllMcqwiB3Td0i7VsoGtJeesVI7dIpHLyeljiPShJTHCcvTdBVPlLNkf/OeKk95twn97dTLJ1ZgROxfunnmf3WyFoEBzlQNLtUUKUZW56QuieqKvLn+pSpBDhFxEvcpzgk7Sjnvs640sapd9tZS8TeVKVm5d9LcBO/yljRg8+c4F0G9VDTLxdLVSaFyno46iwMc4pjmeYoKLlFFjbw5HvGEZ+1am2h32v1nqpZJNfv4trSHD/uQlNI=</latexit>

l22<latexit sha1_base64="DNLuqbgnzyPzoxtr4c9EZymD7aA=">AAAC0XicjVHLSsNAFD2Nr1pfVZdugkVwVZIoKK4KblxWtK3QF0k6bUPzYjIRSimIW3/Arf6U+Af6F94ZU1CL6IQkZ86958zce53Y9xJhGK85bWFxaXklv1pYW9/Y3Cpu79STKOUuq7mRH/Ebx06Y74WsJjzhs5uYMztwfNZwRucy3rhlPPGi8FqMY9YO7EHo9T3XFkR1WoEthk5/4k+7VsfqFktG2VBLnwdmBkrIVjUqvqCFHiK4SBGAIYQg7MNGQk8TJgzExLUxIY4T8lScYYoCaVPKYpRhEzui74B2zYwNaS89E6V26RSfXk5KHQekiSiPE5an6SqeKmfJ/uY9UZ7ybmP6O5lXQKzAkNi/dLPM/+pkLQJ9nKoaPKopVoyszs1cUtUVeXP9S1WCHGLiJO5RnBN2lXLWZ11pElW77K2t4m8qU7Jy72a5Kd7lLWnA5s9xzoO6VTaPytblcalylo06jz3s45DmeYIKLlBFjbw5HvGEZ+1KG2t32v1nqpbLNLv4trSHDwMelNY=</latexit>h2
2

<latexit sha1_base64="jY1r0FcUkAFkyCBRurZBjP58hRg=">AAAC0XicjVHLSsNAFD2Nr1pfVZdugkVwVZIoqLuCG5cVbSv0RZJO29C8mEyEUgri1h9wqz8l/oH+hXfGFNQiOiHJmXPvOTP3Xif2vUQYxmtOW1hcWl7JrxbW1jc2t4rbO/UkSrnLam7kR/zGsRPmeyGrCU/47CbmzA4cnzWc0bmMN24ZT7wovBbjmLUDexB6fc+1BVGdVmCLodOfDKddq2N1iyWjbKilzwMzAyVkqxoVX9BCDxFcpAjAEEIQ9mEjoacJEwZi4tqYEMcJeSrOMEWBtCllMcqwiR3Rd0C7ZsaGtJeeiVK7dIpPLyeljgPSRJTHCcvTdBVPlbNkf/OeKE95tzH9ncwrIFZgSOxfulnmf3WyFoE+TlUNHtUUK0ZW52YuqeqKvLn+pSpBDjFxEvcozgm7Sjnrs640iapd9tZW8TeVKVm5d7PcFO/yljRg8+c450HdKptHZevyuFQ5y0adxx72cUjzPEEFF6iiRt4cj3jCs3aljbU77f4zVctlml18W9rDB/kulNE=</latexit>

l21<latexit sha1_base64="3k7Ir8p7WwVmD8x9t/PYEPEbroc=">AAAC0XicjVHLSsNAFD2Nr1pfVZdugkVwVZIqKK4KblxWtK3QF0k6rcG8mEyEUgri1h9wqz8l/oH+hXfGKahFdEKSM+fec2buvW4S+KmwrNecMTe/sLiUXy6srK6tbxQ3txppnHGP1b04iPmV66Qs8CNWF74I2FXCmRO6AWu6N6cy3rxlPPXj6FKMEtYJnWHkD3zPEUR126Ejrt3BOJj07G6lVyxZZUstcxbYGpSgVy0uvqCNPmJ4yBCCIYIgHMBBSk8LNiwkxHUwJo4T8lWcYYICaTPKYpThEHtD3yHtWpqNaC89U6X26JSAXk5KE3ukiSmPE5anmSqeKWfJ/uY9Vp7ybiP6u9orJFbgmti/dNPM/+pkLQIDHKsafKopUYysztMumeqKvLn5pSpBDglxEvcpzgl7Sjnts6k0qapd9tZR8TeVKVm593Ruhnd5Sxqw/XOcs6BRKdsH5cr5Yal6okedxw52sU/zPEIVZ6ihTt4cj3jCs3FhjIw74/4z1chpzTa+LePhAwC8lNU=</latexit>h2
1

<latexit sha1_base64="daGEHUMiJCaEb2ei1L+JRRoDWC8=">AAAC0XicjVHLSsNAFD2Nr1pfVZdugkVwVZIqqDvBjcuKthX6IkmnbWheTCZCKYK49Qfc6k+Jf6B/4Z1xCmoRnZDkzLn3nJl7r5sEfios6zVnzM0vLC7llwsrq2vrG8XNrXoaZ9xjNS8OYn7tOikL/IjVhC8Cdp1w5oRuwBru6EzGGzeMp34cXYlxwtqhM4j8vu85gqhOK3TE0O1Phrddu1PpFktW2VLLnAW2BiXoVY2LL2ihhxgeMoRgiCAIB3CQ0tOEDQsJcW1MiOOEfBVnuEWBtBllMcpwiB3Rd0C7pmYj2kvPVKk9OiWgl5PSxB5pYsrjhOVppopnylmyv3lPlKe825j+rvYKiRUYEvuXbpr5X52sRaCPY1WDTzUlipHVedolU12RNze/VCXIISFO4h7FOWFPKad9NpUmVbXL3joq/qYyJSv3ns7N8C5vSQO2f45zFtQrZfugXLk4LJ2e6FHnsYNd7NM8j3CKc1RRI2+ORzzh2bg0xsadcf+ZauS0ZhvflvHwAfbMlNA=</latexit>

Transformer

B-ORG I-ORG I-ORG S-ORG

Office

x1
<latexit sha1_base64="omiUk+oYed2E86k9dx2XPKFUIm4=">AAACz3icjVHLSsNAFD2Nr1pfVZdugkVwVRIVFFcFNy5bsA+wpUym0zaYF8lELaXi1h9wq38l/oH+hXfGFNQiOiHJmXPvOTP3Xify3ERa1mvOmJtfWFzKLxdWVtfWN4qbW40kTGMu6jz0wrjlsER4biDq0pWeaEWxYL7jiaZzdabizWsRJ24YXMhRJDo+GwRu3+VMEtVu+0wOnf74dtK1u8WSVbb0MmeBnYESslUNiy9oo4cQHCl8CASQhD0wJPRcwoaFiLgOxsTFhFwdF5igQNqUsgRlMGKv6Dug3WXGBrRXnolWczrFozcmpYk90oSUFxNWp5k6nmpnxf7mPdae6m4j+juZl0+sxJDYv3TTzP/qVC0SfZzoGlyqKdKMqo5nLqnuirq5+aUqSQ4RcQr3KB4T5lo57bOpNYmuXfWW6fibzlSs2vMsN8W7uiUN2P45zlnQOCjbh+WD2lGpcpqNOo8d7GKf5nmMCs5RRZ28IzziCc9Gzbgx7oz7z1Qjl2m28W0ZDx9xspQ9</latexit>

x2
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Fig. 4: Architecture of Doc-UANet. The refinement works only on draft labels with uncertainty greater than the threshold. For
example, the threshold is set to 0.5 in the figure, and the final predictions are those labels in red blocks.

To avoid the correct labels being incorrectly modified, we set
an uncertainty threshold Γ to distinguish which labels should
be used, i.e., we use refined labels when ui > Γ and vice
versa (as an example, given u1 > Γ, u2 ≤ Γ, and un > Γ,
decoding labels will become {ŷ1, y∗2 , . . . , ŷn}).

IV. EXPERIMENTAL SETUP

In this section, we will first detail the datasets we used.
Then, we will describe several baseline methods, including a
number of sentence-level taggers and a series of document-
level sequence labeling methods. We also detail the hyperpa-
rameter configuration of the proposed model.

A. Datasets

We conduct sentence-level experiments on CoNLL2003,
OntoNotes 5.0, WSJ, and CHEMDNER datasets. In addition,
the CoNLL2003, OntoNotes 5.0, and CHEMDNER datasets
can also be used in document-level experiments. The statistics
of datasets are listed in Table I.

WSJ. Wall Street Journal portion of Penn Treebank [57]
contains 45 types of part-of-speech tags. We adopt standard
splits following previous works [58], [59], selecting section 0-
18 for training, section 19-21 for validation and section 22-24
for test. We conduct sentence-level experiments on this dataset.

CoNLL2003. The shared task of CoNLL2003 dataset [60]
for named entity recognfition is collected from Reuters Corpus.
The dataset divide name entities into four different types: per-
sons, locations, organizations, and miscellaneous entities. We
use the BIOES tag scheme instead of standard BIO2, which
is the same as [4]. In addition to sentence-level experiments,
the original files use -DOCSTART- as document separator and
we keep this to conduct our document-level experiments.

OntoNotes 5.0. English NER dataset OntoNotes 5.0 [61] is
a large corpus consists of various genres, such as newswire,
broadcast, and telephone speech. Named entities are labeled
in eleven types and values are specifically divided into seven
types, like DATE, TIME, ORDINAL. In addition to sentence-
level experiments, we regard Part number as document indica-
tor in our experiments. For simplicity, we will use OntoNotes
to represent OntoNotes 5.0 in the following description.

Dataset Type Train Dev Test

WSJ #doc - - -
#sent 38,219 5,527 5,462

CoNLL2003 #doc 946 216 231
#sent 14,041 3,250 3,453

OntoNotes 5.0 #doc 2,483 319 322
#sent 59,924 8,528 8,262

CHEMDNER #doc 3,500 3,500 3,000
#sent 30,802 30,807 26,435

TABLE I: Statistics of WSJ (POS tagging), CoNLL2003
(NER), OntoNotes 5.0 (NER) and CHEMDNER (NER)
datasets.

CHEMDNER. The CHEMDNER corpus consists of 10,000
PubMed abstracts published in the top journals from vari-
ous chemistry-related disciplines, which contains a total of
84,355 chemical entity mentions labeled manually by expert
chemistry literature curators [62]. The corpus is tagged with
only one chemical entity type. We regard each abstract as a
document in our experiments.

B. Sentence-Level Comparison Methods

In this work, we mainly focus on improving decoding
efficiency and enhancing label dependencies. Thus, we make
comparisons with the classic methods that have different
decoding layers, such as Softmax, CRF, and LAN frameworks.
We also compare some recent competitive methods, such as
Transformer, IntNet [63], and BERT [8].

BiLSTM-Softmax. This baseline uses bidirectional LSTM
to reprensent a sequence. The BiLSTM concatenates the for-
ward hidden state

−→
h i and backward hidden state

←−
h i to form

an integral representation hi = [
−→
h i;
←−
h i]. Finally, sentence

representation H = {hi, · · · ,hn} is fed to softmax layer for
predicting.

BiLSTM-CRF. A CRF layer is used on top of the hidden
vectors H [4]. The CRF can model bigram interactions be-
tween two successive labels [5] instead of making independent
labeling decisions for each output. In the decoding time, the
Viterbi algorithm is used to find the highest scored label
sequence over an input word sequence.
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BiLSTM-Seq2seq. To model longer label dependencies,
[11] predicts a sequence of labels as a sequence to sequence
problem.

BiLSTM-LAN. The label attention network (LAN) [16]
introduces label embedding, and uses consecutive attention
layers on the label embeddings to refine the draft labels. The
representation for each label-attention layers is the concatena-
tion of primitive BiLSTM hidden states and label embedding.
In the last layer, the model looks up for the corresponding label
with maximum attention weights for each word. It achieves the
state-of-the-art results on several sequence labeling tasks.

Rel-Transformer. This baseline model adopts self-attention
mechanism with relative position representations [54], [55].
Specifically, the model processes word representations with
relative positional representations by a list of self-attention
layers and feed-forward neural network, end up giving labels
with a softmax layer.

C. Document-Level Comparison Methods

For document-level experiments, the proposed method com-
pares favourably with state-of-the-art methods, such as Gra-
phIE [20] and Hier-NER [21].

GraphIE. GraphIE [20] utilizes a co-occurrence graph to
incorporate document-level contextual information and CRF to
model sentence-level label dependency. This methods achieves
great performances in many information extraction tasks, in-
cluding textual, social media and visual information extraction.

Hier-NER. Hier-NER [21] introduces a corpus-level mem-
ory mechanism to utilize the global contextual information
of a token. Moreover, a sentence-level encoder is used to en-
hance the sentence representation learned from an independent
BiLSTM. A CRF layer is used as the final decoder in Hier-
NER. With two-level hierarchical representations, Hier-NER
established state-of-the-art results on several NER tasks.

D. Hyper-parameter Settings

1) Sentence-Level Experiments’ Settings: Following [4],
we use the same 100-dimensional GloVe embeddings7 as
initialization. We use 1-layer variational LSTM with a hidden
size of 400 to create draft labels. We use 2 layers of multi-head
Transformer for WSJ and CoNLL2003 and 3 for OntoNotes
dataset to refine the label. The number of heads is chosen
from {5, 7, 9}, and the dimension of each head is chosen
from {80, 120, 160} via grid search. In our experiments, we
set the number of heads and the dimension of each head to
{7, 80}, {5, 160}, and {5, 160} for CoNLL2003, OntoNotes,
and WSJ datasets, respectively.

2) Document-Level Experiments’ Settings: Following [4],
[20], [21], we use the same 100-dimensional Glove em-
beddings for the CoNLL2003 and OntoNotes datasets. For
CHEMDNER, we use 50-dimensional pretrained word2vec
embeddings [64], which is the same as [20]. For the first stage,
we use 1 layer of variational LSTM with 200 dimensions for
CoNLL2003 and 2 layers for the other datasets. For the second

7http://nlp.stanford.edu/projects/glove/

Models CoNLL2003 OntoNotes WSJ CHEMDNER
Chiu and Nichols (2016) [25] 90.91 86.28 - -
Strubell et al. (2017) [6] 90.54 86.84 - -
Liu et al. (2018) [67] 91.24 - 97.53 -
Chen et al. (2019) [68] 91.44 87.67 - -
BiLSTM-CRF [4] 91.21 86.99 97.55 89.45
BiLSTM-Softmax [69] 90.77 83.76 97.51 88.15
BiLSTM-Seq2seq [11] 91.22 - 97.59 89.50
Rel-Transformer [55] 90.70 87.45 97.49 87.89
BiLSTM-LAN [16] 90.77∗ 88.16 97.58 86.94
BiLSTM-UANet (M = 8) 91.60 88.39 97.62 90.15
GraphIE † 91.74 87.43∗ - 89.71
Hier-NER † 91.96 87.98 - 89.53∗

Doc-BiLSTM-UANet † 92.13 88.49 - 90.72

TABLE II: Main results on four sequence labeling datasets.
The results with † are the document-level experiments. ∗

indicates the results by running [16]’s released code.

stage, we use 3 layers of Transformer for CoNLL2003 dataset,
and 4 layers for the other datasets.

For CharCNN, we use 32-dimensional character embed-
dings and 32 filters of width 3 for CoNLL2003, OntoNotes,
and WSJ datasets. We use 128-dimensional character embed-
dings and 128 filters of width 2 to 4 for CHEMDNER. For
all the experiments, we use 400-dimensional label embedding
with randomly initialization. The vanilla dropout after the
embedding layer and the variational dropout is set to 0.5 and
0.25, respectively. We use Adam [65] as the optimizer for
Transformer and SGD for variational LSTM. Learning rates
are set to 0.015 for SGD and 0.0001 for Adam, respectively.
The number of samples is set to 32. We use the BIOES
tag scheme instead of standard BIO2, as previous studies
have reported a meaningful improvement with this scheme
[4], [5]. F1 score and accuracy are used for NER and POS
tagging, respectively. All parameters are initialized by the
default methods in Pytorch8. All experiments are implemented
in NCRF++ [66] and conducted using a GeForce GTX 1080Ti
with 11GB memory.

V. RESULTS AND ANALYSIS

In this section, we present the experimental results of the
proposed and baseline models. We show that the proposed
method not only can achieve the better performance but also
is friendly to GPU architectures which leads to a great increase
in the decoding speed in a parallel way. Since our contribution
is mainly focused on the label decoding layer, the proposed
model can also be combined with the latest pre-trained model
to further improve performance.

A. Main Results

Table II reports model performances on CoNLL2003,
OntoNotes, WSJ, and CHEMDNER datasets, which shows
that the proposed method not only can achieve state-of-the-
art results on NER task but also is effective on other sequence
labeling tasks, like POS tagging. The previous methods lever-
age rich handcrafted features [28], [25], CRF decoding [6],
and longer range label dependencies [11], [16]. Compared
with these methods, our UANet model gives better results.

8https://pytorch.org/docs/1.2.0/
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Models F1

BERT-Softmax [8] 91.62
BERT-CRF 91.71
BERT + UANet 92.02
BERT + Doc-BiLSTM-UANet 92.92
ELMo-softmax [7] 92.22
ELMo-CRF 92.40
ELMo-UANet 92.83
ELMo + Doc-BiLSTM-UANet 93.05

TABLE III: Results on CoNLL2003 test set. We implement
BERT for NER task without document-level information.
Original result of BERT in [8] was not achieved with the
current version of the library. See a discussion in [70] and
the reported results at [71].

The results show that the UANet outperforms models with
the CRF inference layer by a large margin, we speculate
that’s benefited from the strong capability of modeling long-
term label dependencies. And it also outperforms LAN and
seq2seq models on all of the four datasets, we speculate that’s
because our UANet model integrates model uncertainty into
the refinement stage to avoid side effects on correct draft
labels.

For document-level sequence labeling tasks, we also com-
pare the document-level BiLSTM-UANet (Doc-BiLSTM-
UANet) with state-of-the-art document-level methods. The
models incorporating document-level context information
(GraphIE and Hier-NER) can outperform those without. Be-
cause of the novel design of our document-level refine-
ment networks, Doc-BiLSTM-UANet can utilize not only
document-level context information, but also document-level
label consistency. Hence, Doc-BiLSTM-UANet obtains signif-
icant improvement compared with the BiLSTM-CRF, GraphIE
and Hier-NER models. Moreover, Doc-BiLSTM-UANet also
outperforms the models that exploit additional task-specific
resources or annotated corpora [25].

We also use the pretrained models (BERT, ELMo) to replace
the default embeddings. We fine-tuned the BERT and ELMo
in our experiments. The results are shown in Table III. We
find that by adding our UANet on the BERT and ELMo
embeddings, the F1 score on the CoNLL2003 dataset further
improves 0.40% and 0.61%, respectively. By our speculation,
the insufficient performance of BERT and ELMo may due
to the inability to model document-level label consistency.
If we further allow our method to model document-level
label dependencies (Doc-BiLSTM-UANet), the BERT+Doc-
BiLSTM-UANet can even exceed the BERT-Softmax by 1.3%.

B. Ablation Study

To study the contribution of each component in BiLSTM-
UANet and Doc-BiLSTM-UANet, we conducted ablation ex-
periments on the four datasets and display the results in Table
IV. The experimental results on the sentence-level sequence
labeling tasks show that the performance of the model will
be degraded if the draft label information is not taken into

Sentence-Level Models CoNLL2003 OntoNotes WSJ
BiLSTM-UANet 91.60 88.39 97.62
- Label information 91.23 87.84 97.57
- Variational LSTM 1 90.70 87.45 97.49
- Two-stream self-attention 2 90.83 87.11 97.46

Rel-Transformer-CRF 91.22 87.77 97.56
Variational LSTM-CRF 91.20 87.63 97.55

Document-Level Models CoNLL2003 OntoNotes CHEMDNER
Doc-BiLSTM-UANet 92.13 88.49 90.72
- document-level label 91.81 88.20 90.36
- document-level context 91.46 88.00 90.12
- both 91.36 87.76 89.83
- sentence-level label 91.63 88.05 90.21

+ CRF 92.05 88.28 90.69
- refinement stage 90.83 87.09 89.43
1 This is equivalent to Variational LSTM-Softmax.
2 This is equivalent to Rel-Transformer-Softmax.

TABLE IV: Ablation study of the proposed model. ”+” means
the information or component is added in the models and ”-”
means the information or component is removed.

CoNLL2003 OntoNotes WSJ
Average Sentence Length 13 18 24
BiLSTM-CRF 1,433 950 801
BiLSTM-LAN 949 773 943
BiLSTM-Seq2seq 1,084 842 751
BiLSTM-UANet (M = 1) 1,630 1,262 1,192
BiLSTM-UANet (M = 8) 1,474 1,129 1,044

TABLE V: Comparison of sentence-level inference speed. We
show how many sentences the model can process per second
with the use of GPUs.

account, indicating that label dependencies are useful in the
refinement. We also find that both the variational LSTM
and two-stream self-attention play an important role in label
refinement. Even though we replace any component with the
CRF layer, the performance will be seriously hurt.

For document-level experiments, the results show that the
model’s performance degraded when the document-level label
information is not used, indicating that the previous methods
that only incorporate document-level contextual information
are insufficient to model the dependency between labels.
More notably, we discover that results can be improved more
when using document-level label and document-level context
together than simply adding up the separate increases, which
verifies the effectiveness of the proposed model. Since we also
use the Transformer to model sentence-level label dependen-
cies instead of CRF, we further investigate its advantage. As
shown in the second part of Table IV, our method outper-
forms CRF since we utilize Transformer with relative position
embedding to capture long-term label dependency, while CRF
only considers the neighboring label dependencies. Moreover,
an accompanying additional benefit is a faster training and
decoding speed, as we have mentioned earlier. Furthermore,
when we remove the second stage, the performance drops
by 1.30%, 1.31%, and 1.29% for CoNLL2003, OntoNotes,
and CHEMDNER, respectively, indicating that our refinement
method is useful and can yield significant improvements.
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Fig. 5: Speed and F1 against sentence length.

Models Train Inference Co-Acc
Hier-NER 1.00x 1.00x 92.74
GraphIE 1.78x 2.86x 93.05
BiLSTM-CRF 2.22x 4.76x 91.33
Doc-BiLSTM-UANet 2.64x 5.48x 93.36

TABLE VI: Document-level speed and Co-Acc comparison
on CoNLL2003 datasets. Co-Acc refers to the accuracy of co-
occurrence tokens.

C. Efficiency Advantage

Table V shows a comparison of inference speeds. BiLSTM-
UANet processes 1,630, 1,262, and 1,192 sentences per sec-
ond on the CoNLL2003, OntoNotes, and WSJ development
data, respectively, outperforming BiLSTM-CRF, which is also
implemented on GPUs, by 13.7%, 32.8% and 48.8%, respec-
tively. We can see that for the dataset with a longer average
length, the speed of inference will be more advantageous.
Because the model calculates uncertainties through parallel
sampling the same input multiple times, the inference time of
the BiLSTM-UANet (M = 8) only slightly increases.

To further investigate the influence of the different sentence
lengths, we analyze the inference speed of the UANet and
CRF on the CoNLL2003 development set, which is split
into five parts according to sentence length. We rule out the
influence of the text encoder and only counted the time of label
decoding. The left subfigure in Figure 5 shows the decoding
speed on the different sentence lengths. The results reveal
that as the sentence length increases, the speed of the UANet
is relatively stable, while the speed of the CRF decreases
substantially. Due to the UANet’s parallelism, the words in
an input sentence can be processed in parallel, which means
every word can be labeled concurrently by taking advantage
of parallel computations on GPUs, while the CRF decoding
algorithm processes one word after another in a left-to-right
fashion. When processing the sentence longer than 30, the
UANet is nearly 3 times faster than the CRF. In addition, we
exhibit the F1 score of the sentences with different lengths in
right subfigure. It is worth noting that the UANet outperforms
the CRF by a large margin when the length of the sentence is
greater than 15, verifying the UANet’s superiority in long-term
label dependencies.

We also investigate the training and inference speeds of
document-level models, and probe whether the performance
can be improved through modeling the document-level label
consistency. The results are shown in Table VI. In term
of speed, Doc-BiLSTM-UANet outperforms baseline models
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Fig. 6: F1 variation under different uncertainty thresholds. The
results are evaluated on the development sets. ∆F1 represents
the F1 scores at different steps minus the initial results.

by a large margin. In term of advantage on co-occurrence
entities, For the baseline models, they use CRF as decoder.
In contrast, our method performs attention over document-
level label embeddings derived from the memory network to
explicitly model the co-occurrence relationship. Hence, our
model can achieve better performance on the co-occurrence
entity recognition.

D. Discussion

In this section, we study the influence of four important
hyper-parameters (i.e. uncertainty threshold, memory subset
size, and number of sampling) and then present a case study
to show how our model refines the wrong draft labels.

Uncertainty Threshold. In order to investigate the influ-
ence of uncertainty threshold Γ, we evaluate the performance
with different uncertainty thresholds on the four datasets, as
shown in Figure 6. We can see that as the threshold increases,
the sentence-level and document-level curves show the same
trend. Γ = 0 represents that the model uses all of the refined
labels as final predictions. As the threshold gets larger, the
performance of UANet can improve by reducing the negative
effects on correct draft labels. However, when Γ is too large,
the model mainly uses draft labels as final predictions, result-
ing in performance degradation, which verifies our motivation
that a reasonable uncertainty threshold can avoid side effects
on correct draft labels.

As compared with sentence-level experiments, we find that
on the CoNLL2003 dataset, the peak of ∆F1 curve in Figure
6 shifted to the left in document-level experiment, while there
is no significant change on OntoNotes dataset. The possible
reason is that when we inject document-level knowledge, the
ability of the refinement stage becomes stronger, while the
ability of first stage is basically unchanged, which leads to
more preference to use the output of the refinement stage
when setting the threshold (i.e. corresponding a small thresh-
old). After adding document-level knowledge to OntoNotes
dataset, the performance improvement is relatively small, so
the threshold curve does not change much.

Number of Sampling. We also investigate the influence of
the number of sampling in the variational LSTM as shown in
Figure 7. The results meet our expectation that a larger number
of sampling can lead to better performance because a larger
number of sampling can make the model better approximate
the posterior p(W|D).
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Text ... striker Viorel Ion of Otelul Galati and defender Liviu Ciobotariu of National Bucharest ... ... University of Yangon ...
BiLSTM-CRF ... O B-PER E-PER O B-PER E-PER O O B-PER E-PER O B-LOC E-LOC ... ... O O S-LOC ...
Draft Label ... O B-PER E-PER O B-PER E-PER O O B-PER E-PER O B-ORG E-ORG ... ... B-ORG I-ORG E-LOC ...
Refinement ... O B-PER E-PER O B-ORG E-ORG O O B-PER E-PER O B-ORG E-ORG ... ... B-LOC I-ORG E-ORG ...
Uncertainty ... 0.001 0.005 0.047 0.004 0.532 0.605 0.000 0.000 0.001 0.014 0.001 0.818 0.927 ... ... 0.302 0.816 0.800 ...
Final Prediction ... O B-PER E-PER O B-ORG E-ORG O O B-PER E-PER O B-ORG E-ORG ... ... B-ORG I-ORG E-ORG ...

TABLE VII: NER cases analysis. The first example shows the necessity of long-range dependencies: UANet can learn the
label consistency of two phrases Otelul Galati and Liviu Ciobotariu are connected by the coordinating conjunctions
word and. The second example shows the effectiveness of the uncertainty threshold in mitigating the side effect of incorrect
refinement: the uncertainty of the word University is under the uncertainty threshold, so it will not be refined. Contents
with blue and red colors represent correct and incorrect entities, respectively. Draft labels with uncertainty greater than 0.35
will be refined.
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Fig. 7: F1 variation with respect to the number of sampling in
variational LSTM and maximum size of queried subset m. The
results are evaluated on the development sets. ∆F1 represents
the F1 scores at different steps minus the initial results.

Memory Size The right part of figure 7 illustrates the
performance of our model with respect to the maximum size of
queried subset m for each word. The maximum size 10 is de-
rived from the observation that 97.47% of the tokens belonging
to an entity appeared less than 10 times in an document for the
development set of CoNLL2003, with 91.65% for OntoNotes
and 81.78% for CHEMDNER, respectively. We find that
incorporating the first co-occurrence key-value information
of an document can provide a performance improvement of
at least 0.5% for all the three datasets. Note that different
from [21], we don’t randomly select memories for a unique
word. We let the memories in the original order as they
appear in the document, since we believe that the contextual
information for the place where an entity first appears in an
document should be more adequate, and would be more useful
in the future predictions. We further calculate the average
number of co-occurrence tokens of each token belonging to an
entity. Regardless of the current token, the statistics are 1.46,
1.72, and 2.36 for CoNLL2003, OntoNotes and CHEMDNER,
respectively. It’s reasonable that a larger group size can bring
more improvements for CHEMDNER dataset due to a larger
average number of reference tokens.

Case Study. Table VII shows two cases from CoNLL2003
NER dataset. The first case reflects the necessity of modeling
higher-order dependencies in the NER task. UANet can learn
the label consistency of two phrases near the word and.
Moreover, seq2seq decoding model [11] refines the labels
in a left-to-right way and can’t refine the previous labels in
this case. The second case shows the effectiveness of the

uncertainty threshold in mitigating the side effect of incorrect
refinement. In this case, the refinement model is affected by the
incorrect label of Yangon (E-LOC) when predicting the word
University. Since the uncertainty value of University
is lower than the threshold, our model can get the correct
results.

VI. CONCLUSIONS

In this study, we introduce a novel two-stage sequence la-
beling framework that incorporates Bayesian neural networks
to estimate the uncertainty in the model’s predictions. We
found that such uncertainty can effectively indicate the labels
with a high probability of being wrong. The proposed method
can selectively refine the uncertain labels to mitigate the side
effect of the refinement on correct labels. In addition, the
proposed model can capture the label dependencies and word-
label interactions with different ranges in parallel by taking
advantage of GPUs for a faster prediction. We also show
that this framework can be easily extended to the document-
level sequence labeling cases. The experimental results on
both the sentence-level and document-level tasks across four
sequence labeling datasets demonstrated that the proposed
method significantly outperform the previous methods.
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